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Abstract—While the usage of web services has increased explosively in recent years, very few studies examined the characteristics of web services using large-scale real data for a long period of time. In this paper, we present one such a large-scale longitudinal analysis of publicly available web services of SOAP-based and RESTful types. For the period of roughly one year and from five different world-wide locations, we closely monitor the ups and downs of various basic properties of web services and their QoS values using a total of 825,132 real web services.

I. INTRODUCTION

The W3C defines a Web Service (WS) as “a software system designed to support interoperable machine-to-machine interaction over a network.”\textsuperscript{1} Since the introduction of the web service concept, abundant research works have been carried out and have significantly improved flexible and dynamic functionalities of the service oriented architecture (SOA) in the current web services. As the usage of web services increase explosively, questions about the “the status quo” of web services naturally arise such as: (1) How many web services are out there? Does the number increase rapidly? If so, how fast? (2) How good is the Quality-of-Service (QoS) of existing web services? and (3) What is the impact of time and location to the QoS factors of web services? etc.

Toward these research questions, a few small-scale snapshot-based studies have been proposed (e.g., [1], [2], [3], [4]). However, in this paper, we present a much more comprehensive empirical study that differs from existing approaches in that: (1) We have conducted our experiments for roughly a year, enabling a longitudinal analysis; (2) Using Amazon’s cloud computing environment, we repeated our experiments from five world-wide locations, enabling the location-specific analysis; (3) Our data set contains 825,132 real web services gathered from the Web; and (4) We closely monitor both functional and QoS aspects of SOAP-based and RESTful types of web services.

A. Types and Descriptions of Web Services

Web services are often categorized as two types: (1) SOAP-based and (2) RESTful web services. SOAP-based web services are operation oriented and based on numerous W3C standards. On the other hand, RESTful web services refer to resources-based web services architecture that are often simpler to implement and use than SOAP-based web services are. However, RESTful web services themselves are not W3C standards. SOAP-based web services are often described by the Web Services Description Language (WSDL)\textsuperscript{2}, part of W3C standards. However, currently, there is no formal way to describe RESTful web services. Therefore, to describe RESTful web services, people often use different methods such as simple textual description (as in user manual), Web Application Description Language (WADL)\textsuperscript{3}, or sometimes the latest WSDL 2.0\textsuperscript{4}. In this study, as a method to describe a web service, we will use the notations—$M_{\text{wsdl}}$, $M_{\text{wadl}}$, and $M_{\text{text}}$:

1) $M_{\text{wsdl}}$: In this method, WSDL 1.1 is used to describe a web service. Originally, it does not support HTTP operations other than GET and POST, and exclusively used to describe SOAP-based web services type. However, the latest WSDL 2.0 supports all HTTP verbs and can describe RESTful web service type as well.

2) $M_{\text{wadl}}$: In this method, WADL is used to describe a web service. WADL is originally championed by Sun Microsystems and is an alternative description document for RESTful web services. Like WSDL, WADL is also an XML-based file format that provides a machine-readable description for web services. WADL is lightweight, and arguably easier to understand and write than WSDL is.

3) $M_{\text{text}}$: When describing RESTful web services (and sometimes even SOAP-based web services), companies often use a simple textual description on web pages to explain their APIs, instead of using XML-based WADL or WSDL 2.0. We refer to such a textual description method as $M_{\text{text}}$.

Example 1. Different companies tend to choose different methods to describe their web services. For instance, Google uses $M_{\text{text}}$ to describe SOAP-based AdSense APIs\textsuperscript{5} and

\textsuperscript{1}http://www.w3.org/TR/2004/NOTE-ws-gloss-20040211/
\textsuperscript{2}http://www.w3.org/TR/wsdl
\textsuperscript{3}http://wadl.java.net/
\textsuperscript{4}http://www.w3.org/TR/wsdl20/
\textsuperscript{5}http://code.google.com/apis/adsense/host/developer/
RESTful web services such as Search or Map services. Similarly, Amazon uses $\text{wadl}$ to describe EC2\(^6\) while $\text{text}$ to describe ElasticMapReduce\(^7\). Finally, Flickr\(^8\) supports both SOAP-based and RESTful services using both $\text{wadl}$ and $\text{text}$ methods. On the other hand, other companies such as Microsoft Azure storage\(^9\) and management\(^10\), Facebook\(^11\), and Twitter\(^12\) currently support only RESTful web services via $\text{text}$ method.

### II. RELATED WORK

While abundant research efforts exist on technical aspects of web services (e.g., service search, composition and complexity \([5], [6], [7]\))

### Comparing existing SOAP-based web service studies in recent years. Table II, on the other hand, shows the scales of our research data sets.

Second, unlike previous works, our study has been carried out at five different geographic locations to be able to study location-dependent properties of web services (e.g., response time and throughput). For instance, \([8]\) studied QoS aspects of public web services using a snapshot of data for one time. Such a survey is hard to detect any interesting location-specific patterns of web services.

Third, unlike all previous works that solely focus on SOAP-based web services, we study RESTful web services as well. Due to increasing popularity of RESTful web services (as demonstrated by its adoption by many major Internet companies), we believe the longitudinal analysis on RESTful web services becomes ever more important.

**Table I**

<table>
<thead>
<tr>
<th>Study</th>
<th>Year</th>
<th># of WS</th>
<th># of valid WS</th>
<th>Folder Size</th>
<th>Total Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>[1]</td>
<td>2003</td>
<td>1,200</td>
<td>804</td>
<td>2,500</td>
<td>758,568</td>
</tr>
<tr>
<td>[3]</td>
<td>2006</td>
<td>N/A</td>
<td>3,435</td>
<td>4,033</td>
<td>100</td>
</tr>
<tr>
<td>[4]</td>
<td>2007</td>
<td>N/A</td>
<td>2,386</td>
<td>1,548</td>
<td>1,548</td>
</tr>
</tbody>
</table>

Finally, compared to the latest survey on web services (e.g., \([1], [4]\))

### III. DESIGN OF MEASUREMENTS

#### A. Data Sets

To cover three methods (i.e., $\text{wadl}$, $\text{wsdl}$, and $\text{text}$) to describe two types (i.e., SOAP-based and RESTful) of web services, in this study, we have collected and prepared six data sets. First, $\text{BigWadl}$, $\text{BigWsdl}$, and $\text{BigText}$ are large data sets of web services in $\text{wadl}$, $\text{wsdl}$, and $\text{text}$ methods, respectively. Note that $\text{BigWadl}$, $\text{BigWsdl}$, and $\text{BigText}$ data sets are dynamic in that weekly snapshots contain different sets of web services with some overlaps.

1. $\text{BigWadl}$ contains mainly SOAP-based web services described in $\text{wadl}$, collected from three major web service repositories—xmethods.net, webservicelist.com and webservices.seekda.com. We repeatedly take a weekly snapshot of all web services available from these three repositories for 48 weeks.

2. $\text{BigWadl}$ contains RESTful service descriptions in $\text{wadl}$. We first issue a query “filetype:wadl” to a search engine and collect all matching results. Then, we validate all extracted files to check if they are really WADL files or not. For instance, a file facebook.com/eva.wadl is not a WADL file but a Facebook page of a person “Eva Wadl.” We repeated this data collection of WADL files once a week for 36 weeks.

3. $\text{BigText}$ contains textual descriptions of RESTful web services that we weekly collected from programmableweb.com for 24 weeks.

Second, to test QoS values of web services, we prepared three smaller data sets and named them as $\text{QoSWadl}$, $\text{QosWsdl}$, and $\text{QosText}$, respectively. Since QoS measurement often takes more time and resources, smaller data sets are preferred. Unlike dynamically changing $\text{BigWadl}$, $\text{BigWsdl}$, and $\text{BigText}$ data sets, $\text{QoSWadl}$, $\text{QosWsdl}$, and $\text{QosText}$...
QoS parameters are static so that each week we use the identical set of web services to measure and compare QoS values.

1) QoS wsd1 is created based on the well-known public QWS data set from [4]. The original QWS data set used 2,507 SOAP-based web services to measure their QoS parameters such as throughput and response time. From these 2,507 web services of QWS data set, we fixed simple errors (e.g., from “http://” to “https://”), removed redundant or invalid ones, and at the end obtained 1,548 web services in the QoS wsd1 data set.

2) QoS wadl contains 122 randomly chosen valid WADL files from BIG wadl.

3) QoS text contains top-100 RESTful services and their textual descriptions from BIG text.

We load web services in QoS wsd1, QoS wadl, and QoS text into the open-source tool SoapUI. For each loaded service, then we randomly choose one operation therein, set input parameters appropriately, and generate a load test instance. Based on the test instance, next, we invoke the services to obtain QoS measurements (to be explained in Section III-B). In our load tests, we simulate that multiple users invoke each web service with the interval of 1 second. Each load test lasts for 60 seconds.

Table II summarizes statistics of six data sets used in the experiments. All data sets of Table II are publicly available for download at: http://debs.ict.ac.cn/jiangwei/serviceSurvey/

B. The QoS Parameters

The Quality-of-Service (QoS) of web services mainly concern the quality aspect of a web service, and include many parameters related with the availability, scalability, robustness, exception handling, accuracy, integrity, interoperability, and network-related QoS requirements. In this paper, in particular, we classify QoS parameters into two groups: (1) Standalone QoS parameters (S-QoS) are those that can be measured without the need of invoking a web service. For instance, whether a service is consistent with the WSDL specification and WS-I profile can be measured by validating tools such as Apache-cxf wsdlvalidator and BSP 1.1 test tool, respectively; and (2) Invocation-required QoS parameters (I-QoS) are those that can be only obtained by actually invoking a service such as response time and throughput.

Standalone QoS parameters (S-QoS): First, we measure the S-QoS parameters in three data sets—BIG wsd1, BIG wadl, and BIG text. For the description in the M wsd1 method (mainly used for SOAP-based web services), we measure: (1) compliance with the WSDL specification, (2) compliance with the WS-I Basic profile, (3) document ratio—what percentage of words appear between <wsdl:documentation> and </wsdl:documentation> (since authors often use <wsdl:documentation> as a container for human readable description, the higher ratio may indicate the better readability of a WSDL file), (4) document size, (5) service name, (6) service URL (i.e., whether the URL of the WSDL file is specified), and (7) style ratio (i.e., the ratio of # of SOAP binding style over # of total WSDL documents). The WSDL SOAP binding can be either Remote Procedure Call (RPC) style or document style binding, and can also have an encoded use or a literal use, yielding four combinations—RPC/encoded, RPC/literal, document/encoded, and document/literal. The differences among these four types are illustrated in [7].

Second, for the description in the M wadl method, we measure: (1) document size, (2) service name, and (3) service URL. Third, for the M text method web services, we measure (1) document size, (2) service name, (3) service URL, (4) category, (5) mashup size (i.e., the number of mashups use the service), and (6) message format (i.e., different web services support different response message formats such as JSON or XML).

Invocation-required QoS parameters (I-QoS): For BIG wsd1, BIG wadl and BIG text data sets, we do not measure I-QoS. For QoS wsd1, QoS wadl and QoS text data sets, instead, we measure the following QoS parameters: (1) max response time (if response time takes more than 60 seconds, we consider the service failed), (2) min response time, (3) average response time (i.e., the average time for all the requests made), (4) throughput (i.e., total number of invocations for a given period of time), (5) successability (i.e., number of successful invocations out of total invocations), and (6) response size (i.e., the average size, in bytes, of response message of all responses).

C. Survey Periods and Locations

To incorporate the impact of locations where measurements are done (especially QoS aspects), we conduct our experiments at five different locations. First, using Amazon’s EC2 cloud computing environment, we launched four MS Windows Server 2008 (1.7 GB RAM ad 1 ECU) at USA, Ireland, Japan and Singapore. Second, with a similar set-up, we prepared the fifth server at China.

Each week, our workflow is as follows: (1) at China, we collect a new snapshot of BIG wsd1, BIG wadl, and BIG text data sets, (2) against the new weekly snapshots, each week at US and China, we measure S-QoS and I-QoS, and (3) once every four weeks against QoS wsd1, QoS wadl, and QoS text data sets, at Japan, Ireland, and Singapore, we concurrently measure I-QoS.
IV. RESULTS OF SOAP-BASED WEB SERVICES

A. Basic Analysis

First, we look at the longitudinal observations of web services. Figure 1 shows the weekly change of the number of SOAP-based web services described in $M_{wSDL}$ method using $BIG_{wSDL}$ data set. Throughout the weeks, the number of URLs collected in $BIG_{wSDL}$ remains roughly 16,000 while the actual number of WSDL documents (i.e., valid URLs) that were retrieved is around 12,000 initially and 11,000 toward the end. The sudden drop at the week 6 is due to the network congestion occurred in Beijing, China, and considered as an outlier. Since the WSDL files in $BIG_{wSDL}$ are drawn from three well-known web service repositories where human editors manually create the listing of web services, overall, the number of WSDL files is small and does not change dramatically.

On the other hand, when we estimate the number of WSDL files using Google with “filetype:wsdl”, as of Jan. 2012, it is around 229,000, showing a large gap from 16,000 in $BIG_{wSDL}$. Further, the change of monthly numbers of newly indexed WSDL files during 2011 (estimated with “filetype:wsdl daterange:xx-yy”) is captured in Table III. One can see the number is comparably small but still increasing slowly. For each two consecutive weeks, in Figure 1, 10,155–11,823 of WSDL files were common (out of roughly 12,000 valid WSDLs). Using these 10,155–11,823 of common WSDL files over consecutive weeks, Figure 2 traces edit operations across common web services—i.e. how many WSDL files have at least one inserted, deleted, or updated operation. Note that SOAP-based web services are dynamically changing.

With respect to encoding methods of $M_{wSDL}$ method, majority (87%-88%) of WSDL documents belong to document/literal encoding type. This percentage is much bigger than 70% of the study [1] done in 2004. Figure 3 shows the distribution of the number of operations per web service (using the latest weekly snapshot of $BIG_{wSDL}$ data set). Note that the distribution roughly fits to a Power-Law function of $y = Cx^{-\alpha}$ (in log-log plot) with $\alpha = 1.52$. [9] reported a similar result with $\alpha = 1.49$. Figure 4 shows the break-down in terms of the WSDL file sizes. About 46% of WSDL files have the size of 4–16 KB, and 33% have 16–64 KB. That is, majority of WSDL files in $BIG_{wSDL}$ data set is relatively small (4–64 KB). In our study, while 43% of WSDL files are less than 10 KB, 74% of them were in 2006 [3].

B. QoS Analysis

First, the documentation ratio (i.e., a fraction of documentation within a WSDL file) of WSDL files in the $QoS_{wSDL}$ data set was examined. According to Figure 5, still, documentation ratios are relatively low. 57% of all WSDL documents belong to document/literal encoding type. This percentage is much bigger than 70% of the study [1] done in 2004. Figure 3 shows the distribution of the number of operations per web service (using the latest weekly snapshot of $BIG_{wSDL}$ data set). Note that the distribution roughly fits to a Power-Law function of $y = Cx^{-\alpha}$ (in log-log plot) with $\alpha = 1.52$. [9] reported a similar result with $\alpha = 1.49$. Figure 4 shows the break-down in terms of the WSDL file sizes. About 46% of WSDL files have the size of 4–16 KB, and 33% have 16–64 KB. That is, majority of WSDL files in $BIG_{wSDL}$ data set is relatively small (4–64 KB). In our study, while 43% of WSDL files are less than 10 KB, 74% of them were in 2006 [3].

With respect to encoding methods of $M_{wSDL}$ method,
Table III

# OF MONTHLY NEWLY-INDEXED WSDL FILES IN GOOGLE IN 2011.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>#</td>
<td>75</td>
<td>30</td>
<td>75</td>
<td>83</td>
<td>38</td>
<td>47</td>
<td>111</td>
<td>124</td>
<td>60</td>
<td>107</td>
<td>108</td>
<td>138</td>
</tr>
</tbody>
</table>

Figure 6. Distribution of average response time (QoS_wadl @ US).

Figure 7. Distribution of throughput (QoS_wadl @ US).

Figure 8. Change of # of RESTful services in M_wadl method (BIG_wadl).

Figure 9. Change of # of RESTful services in M_text method (BIG_text).

Figure 10 shows the histogram of mash-up sizes of RESTful services from the BIG_text data set. The mash-up size of a web service $W$ is the number of other web services that use $W$ as one of sources. That is, the bigger the mash-up size is, the more popular $W$ becomes. While 75% of RESTful services in the BIG_text data set are currently not being utilized, 16% of them are being mashed-up by themselves are arguably hard to use. On the other hand, RESTful web services usually have extra information such as descriptions or examples on the Web, making them easier to use than SOAP-based web services.

Second, we examined whether or not these SOAP-based web services are compliant with W3C standards such as the WSDL Specification and WS-I basic profile. Around 71% of WSDL documents are fully consistent with the WSDL Specification, while about 51% of them are fully consistent with the WS-I profile. Although these standards were put forward years ago, there are still many WSDL web services that are not fully compliant with them. On the contrary, this also suggests that standards-compliant WSDL documents are arguably difficult to write.

Finally, weekly failure rates of web services in QoS_wadl ranged from 1% to 7%—we considered a web service that did not respond within 60 sec “failed.” This indicates that the quality of web services vary greatly. For those that responded in time, their average response time are distributed as shown in Figure 6 (unit is ms). On the other hand, Figure 7 illustrates the throughput (i.e., # of successful invocation in a second) of all 1,548 web services in QoS_wadl data set. The average throughput was 3.86. To see the pattern more clearly, 1,548 SOAP-based web services are sorted in ascending order w.r.t their throughput on X-axis.

V. RESULTS OF RESTFUL WEB SERVICES

A. Basic Analysis

RESTful web services can be described by both M_wadl and M_text methods. First, the BIG_wadl data set contains 7,525 WADL files (a weekly download of 209 WADL files for 36 weeks), whose size is about 1/80 of that of WSDL files in BIG_wadl data set. Figure 8 shows the weekly measurement of the number of WADL files returned by Google and valid ones therein. As to RESTful web services described in M_text method, due to its recent popularity, the data set grows faster than WADL-based RESTful web services grow. Figure 9 shows the trace of monthly increment of the number of RESTful services in M_text method. Note that the data goes back to as early as 2005 since all RESTful services in BIG_text have timestamps of their publication.

Figure 10 shows the histogram of mash-up sizes of RESTful services from the BIG_text data set. The mash-up size of a web service $W$ is the number of other web services that use $W$ as one of sources. That is, the bigger the mash-up size is, the more popular $W$ becomes. While 75% of RESTful services in the BIG_text data set are currently not being utilized, 16% of them are being mashed-up by
1–3 other services. Figures 11 and 12 show two tag clouds of RESTful services w.r.t. (a) popular categories of RESTful services and (b) popular companies whose RESTful services are frequently mashed-up by other RESTful services. The bigger the keyword is in the tag cloud, the more “active” the category or web service is. RESTful services from companies such as Twitter, Facebook, Yahoo, Amzaon, and Google have more number of mash-up usages than others. In terms of formats, both XML and JSON were the most popular ones. Interestingly, 50% of RESTful services used JSON over other alternatives.

B. QoS Analysis

In terms of reliability, RESTful services in $M_{wadl}$ method (using $QoS_{wadl}$ data set) appear to be less stable than those in $M_{text}$. On average, 17% of invocations to RESTful services in $M_{wadl}$ failed throughout 34 weeks of measurement. We conjecture that due to the decreased popularity of the “WADL” format in describing web services, those existing RESTful services in $M_{wadl}$ method are not being well maintained. The throughput of RESTful services in $M_{wadl}$ method also show similar pattern of instability.

The QoS measurements of RESTful services in $M_{text}$ method, in general, show much robust performance than those in $M_{wadl}$ method. For instance, the average response time of RESTful services in $M_{text}$ method is shown in Figure 13 (using the latest week’s snapshot data). Most of response time ranges between 100 and 1,000 ms. More details are to be presented in Section VI.

Figure 14 shows the distribution of response message sizes of three data sets–$QoS_{wsdl}$, $QoS_{wadl}$, $QoS_{text}$. Note that in general, compared with services described in $M_{wadl}$ and $M_{text}$ methods, those in $M_{wsdl}$ method tend to be smaller.

C. Classification of RESTful Web Services

As diverse characteristics of RESTful web services are studied, next, we wonder how plausible to classify RESTful web services into pre-defined categories using features drawn from our study as well as text analysis (e.g., service description, service summary, tags). Since programmableweb.com has hand-labeled 59 categories for RESTful web services, we did a simple classification experiment. From 3,385 RESTful web services in the latest week of the $BIG_{text}$ data set, we did 10-fold cross-validation–using 90% as a training set and 10% as a test set. Since there are 59 categories to predict, it is a reasonably complex classification task. Using Weka\(^{18}\), we did a typical NLP pre-processing such as lemmatization, stemming, and stop-word removal, and ran three exemplary classification algorithms–Multinomial Naive Bayes (NB), C 4.5, and Support Vector Machine (SVM).

\(^{18}\text{http://www.cs.waikato.ac.nz/ml/weka/}\)
Figure 15. A comparison of three classifiers w.r.t. F-measure ($BIG_{text}$).

Table V
Top-10 countries w.r.t. % of web services distribution.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Country</th>
<th>$M_{text}$</th>
<th>Country</th>
<th>%</th>
<th>$M_{wadl}$</th>
<th>Country</th>
<th>%</th>
<th>$M_{wsdl}$</th>
<th>Country</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>US</td>
<td>37.9%</td>
<td>US</td>
<td>62.0%</td>
<td>US</td>
<td>41.9%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>UK</td>
<td>15.9%</td>
<td>UK</td>
<td>7.7%</td>
<td>UK</td>
<td>25.5%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Germany</td>
<td>8.2%</td>
<td>Germany</td>
<td>7.7%</td>
<td>Germany</td>
<td>16.4%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>France</td>
<td>3.6%</td>
<td>France</td>
<td>6.7%</td>
<td>Spain</td>
<td>5.3%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Australia</td>
<td>3.1%</td>
<td>Chile</td>
<td>3.0%</td>
<td>Canada</td>
<td>2.6%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Netherlands</td>
<td>2.9%</td>
<td>Spain</td>
<td>2.0%</td>
<td>France</td>
<td>1.3%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Spain</td>
<td>2.6%</td>
<td>Australia</td>
<td>1.7%</td>
<td>Denmark</td>
<td>1.0%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Canada</td>
<td>2.5%</td>
<td>Canada</td>
<td>1.7%</td>
<td>Netherlands</td>
<td>0.6%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Denmark</td>
<td>2.3%</td>
<td>Netherlands</td>
<td>1.0%</td>
<td>Finland</td>
<td>0.6%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>China</td>
<td>2.0%</td>
<td>Czech Rep.</td>
<td>1.0%</td>
<td>Australia</td>
<td>0.4%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 15 shows the comparison of three classification algorithms w.r.t. F-measure—i.e., the harmonic mean of precision and recall scores. 59 categories of web services were used as data points to show the box-and-whisker plot. Despite the challenge, three classical algorithms achieve relatively good mean F-measure scores: 0.692 for SVM, 0.672 for C4.5, and 0.621 for NV. Further details of top-10 and bottom-10 categories of the best performing approach (SVM) appear in Table IV.

VI. IMPACT OF LOCATIONS OF WEB SERVICES

In this section, we investigate the impact of “location” on the properties of web services. First, for each downloaded web service, we identified its corresponding country information (by tracing its URL using the SEO tool\textsuperscript{19}). According to this identification, then, table V lists top-10 countries that have the largest shares of web service distributions in three methods. For all three methods, note that top-3 countries remain the same—i.e., United States dominates the rankings, being the #1 country with the most number of web services, while UK and Germany follow next. The combined shares of three countries range from 62% to 83.8%, indicating that the adoption of web services in other countries is much slower.

QoS aspects of web services are inherently influenced by the location of clients and servers. To see this impact first hand, we ran our experiments from five world-wide locations (i.e., US, Ireland, Japan, Singapore, and China). For instance, Figure 16 shows the number of failed web service invocations from five locations with $BIG_{text}$ data set. In general, the quality of web services from $BIG_{text}$ is very high, yielding only a small fraction of failed invocations from all five locations (compared to the failure rate of 17% in $BIG_{wadl}$). In particular, note that there are more # of failed services measured in China than other locations. This is because the access to some web sites (e.g., Twitter and Facebook) are sometimes blocked in China.

Next, seven-month-long average response time and throughput of RESTful web services invoked from five locations are shown in Figure 17. With respect to response time, in Figure 17(a), invocations from US and Ireland appear to provide the fastest service. Since majority (i.e., 83.8%) of RESTful web services are originated from three countries—US, UK, and Germany (refer to Table V), the lower average response time for requests made from either US or Ireland makes sense. Reversely, invocations made from either China or Singapore had much higher average response time than US or Ireland. Average throughput from five locations is shown in Figure 17(b), showing the symmetric pattern from Figure 17(a)—i.e., while US and Ireland show the highest throughput, Singapore shows the lowest. Results for other
data sets and methods show similar pattern and are omitted.

VII. CONCLUSION

Using a total of 825,132 real SOAP-based and RESTful web services, in this paper, we presented a comprehensive survey on diverse characteristics of web services. Unlike existing works, our experiments were repeated from five world-wide locations for almost a year. From our large-scale longitudinal analysis, we found that:

- Web services and their properties are dynamically changing. While both numbers of SOAP-based and RESTful services increase steadily, due to recent popularity, the number of RESTful services (described in \( M_{\text{wsdl}} \) method) appears to increase more rapidly. Among three methods to describe web services (i.e., \( M_{\text{wsdl}}, M_{\text{wadl}}, \) and \( M_{\text{text}} \)), the following orders are found: w.r.t. usage scale, \( M_{\text{wsdl}} > M_{\text{text}} > M_{\text{wadl}} \), w.r.t. growth rate, \( M_{\text{text}} > M_{\text{wsdl}} \approx M_{\text{wadl}} \), w.r.t. standardization, \( M_{\text{wsdl}} > M_{\text{wadl}} > M_{\text{text}} \), and w.r.t. service stability, \( M_{\text{text}} > M_{\text{wsdl}} > M_{\text{wadl}} \).

- The adoption of web services across countries varies greatly. Three countries (i.e., US, UK, and Germany) produce majority of web services (i.e., 62%–83.8%) of the world. In turn, this skewness affects the QoS measures such as response time and throughput. When service requests are made from US or Europe, due to the physical proximity to the service locations, one tends to attain better response time and throughput.

- Using conventional classification algorithms (i.e., \( \text{NV}, \text{C4.5}, \) and \( \text{SVM} \)), we were able to predict the right category of each RESTful web service (out of 59 categories) with the average F-measure scores of 0.621–0.692. While there is a much room for improvement, we leave the investigation for future work.
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