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ABSTRACT
Studies show that users do not reliably click more often on head-
lines classified as clickbait by automated classifiers. Is this because
the linguistic criteria (e.g., use of lists or questions) emphasized by
the classifiers are not psychologically relevant in attracting interest,
or because their classifications are confounded by other unknown
factors associated with assumptions of the classifiers? We address
these possibilities with three studies—a quasi-experiment using
headlines classified as clickbait by three machine-learning models
(Study 1), a controlled experiment varying the headline of an iden-
tical news story to contain only one clickbait characteristic (Study
2), and a computational analysis of four classifiers using real-world
sharing data (Study 3). Studies 1 and 2 revealed that clickbait did
not generate more curiosity than non-clickbait. Study 3 revealed
that while some headlines generate more engagement, the detectors
agreed on a classification only 47% of the time, raising fundamental
questions about their validity.
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1 INTRODUCTION
Click-through is the currency of the modern Internet, with content
creators striving to garner clicks by baiting users. As a result, we are
bombarded daily with a plethora of clickbait, or headlines designed
to persuade users to click on them by evoking curiosity and intrigue
[1, 2, 6, 36, 40]. Clickbait media used to be associated with low qual-
ity and often misleading articles from unreliable sources (e.g., con-
spiracy, junk science, and satire sites) [7, 28, 36], but increasingly,
respectable news outlets of established mainstream media have
resorted to these strategies as well in order to gain user attention
in a crowded information space [36, 38]. Because clickbait is often
associated with scams and misinformation, many argue that articles
utilizing clickbait should be detected and demoted or downranked
in news aggregators [1], with extensive efforts in the academic
community devoted to building algorithms for automatic detection
of clickbait. This is exemplified by the 2017 Clickbait Challenge
where teams of scholars worked on clickbait detection solutions
to automatically detect this potentially malicious content [34]. But,
are clickbait headlines clickbaity? Do users actually click more on
clickbait? Literature across different fields show mixed results. On
the one hand, research reveals a clear user preference toward click-
bait content [36, 44]. However, other research reveals that this is not
always the case [29, 30, 37]. There are a few possible reasons for the
conflicting findings. First, it is possible that the differences derive
from the distinct operationalizations of clickbait, with each study
utilizing different characteristics of clickbait to study its effects. For
example, two studies [29, 37] tested two styles or characteristics of
clickbait—forward-referencing (akin to the “wh” characteristic in
the present study, (i.e., who, what, where, when, why) and questions
(i.e., headlines that ask a question), and compared user engagement
and perceptions between these two styles and non-clickbait head-
lines. In Scacco and Muddiman [37], users engaged more with non-
clickbait compared to either of the two clickbait styles. In Molyneux
and Coddington [29], the question headline was perceived as lower
quality than the non-clickbait headline, although the effects were
small. On the other hand, Chakraborty [6] and Rony and colleagues
[36] employed several characteristics of clickbait, including ques-
tions like in Scacco and Muddiman [37] and Molyneux and Cod-
dington [29], but also other characteristics such as listicles, demon-
strative adjectives and hyperboles. Likewise, Venneti and Alam [44]
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utilized several linguistic characteristics in their study, such as the
use of exclamation and question marks, length and structure of the
headline, as well as entities of the headline such as important events
and figures. Contrary to Scacco and Muddiman [37] and Molyneux
and Coddington [29], Rony and colleagues [36] and Venneti and
Alam [44] found that, on average, clickbait received more engage-
ment than non-clickbait. The difference in the characteristics used
to define clickbait among these studies suggests that the conflicting
findings might be because some characteristics of clickbait might
be more successful than others at generating engagement. Initial
evidence of this possibility is revealed in Lockwood’s study [24].
The author’s analysis of headlines of academic articles revealed
that while positive framing and arousing framing increased atten-
tion to an academic article, framing the title as a question made no
difference, and utilizing wordplay negatively influenced attention.

A second possibility for the mixed results of the effects of click-
bait found in the literature could be the different methodological
approaches to study clickbait engagement. Notably, past studies
conducted using experimental designs and content analysis [29, 37]
find that non-clickbait is more engaging than clickbait. Studies us-
ing automatic detection [36, 44] reveal the opposite pattern. While
it is possible that the null results from experimental studies is due
to the low external validity of the method, which does not allow
participants to interact with headlines as they normally would dur-
ing their regular browsing, it is also possible that the engagement
captured through computational methods do not represent engage-
ment with clickbait per se, but third variables embedded in the
assumptions of each clickbait detector. For example, while some
computational models are trained with data labeled as clickbait (or
non-clickbait) by human coders (see [6] for example), other models
utilize source assumptions for labeling of data (see [26] for exam-
ple). This represents a fundamental difference in the conceptual
definition and understanding of clickbait. Likewise, classification
systems to detect clickbait are built using different machine learn-
ing approaches and techniques. For example, while some detectors
are built using traditional machine learning (Naïve Bayes) [13],
others utilize more complex deep learning models [36]. The distinct
assumptions of classification systems are reflected in the manner
in which their training data are coded (manual coding compared to
source assumption), the type of machine learning model employed,
and so on, thereby resulting in systems that, although accurate,
classify clickbait using their unique idiosyncratic criteria. Such
diversity in assumptions and approaches used by automated click-
bait detectors raise important questions about the validity of such
systems.

In this paper, we explore whether clickbait is indeed “clickbaity”
by analyzing whether some characteristics of clickbait are more
engaging than others and whether the differences in engagement
between clickbait and non-clickbait derived from computational
models represent different assumptions of the detectors other than
“clickbaitiness” of the headlines per se. For this purpose, we con-
ducted two experimental studies involving human subjects and a
computational study of scraped clickbait headlines that compared
four clickbait classifiers using a testing sample of real-world share
data. In the following section, we explain why certain character-
istics of headlines might be more engaging than others and why

differences in the basic assumptions of computational models might
be problematic for its classification.

2 COGNITIVE PROCESSING OF HEADLINES
The headline serves an important role in a news story because it
helps orient readers to the information, summarizing its key ideas,
and serving as an attention grabber [2, 12]. As Dor [12] explains, a
headline is “a communicative device whose function is to produce
the optimal level of affinity between the content of the story and
the reader’s context of interpretation, in order to render the story
optimally relevant for the reader” (p. 720). Rooted in traditional
print journalism as essentially a tool for improving usability of
newspapers, the headline has become a critically important feature
of digital media because a click on it is directly related to revenue.
While news organizations acknowledge the importance of a click,
they work to accomplish that goal without compromising their
journalistic standards [40]. This is not the case for other types of
content that circulate online. Many unreliable websites (e.g., junk
science and conspiracy theories) utilize strategies such as clickbait
to lure audiences into reading their content, but end up not meeting
users’ expectations once they click on the headline [6].

But, how do clickbaits gain user attention? The way in which
headlines are written or framed has powerful effects on how the
story is perceived. By framing the headline in a particular manner,
the author makes some aspects of the text more salient compared to
others, in turn promoting a particular definition, interpretation, or
proposition [16]. Making particular pieces of information more no-
ticeable and meaningful enhances the likelihood that the reader will
perceive them, process them, store them in memory, and engage
with them. For example, in Tannenbaum [41], the author presented
three different groups of participants with the same article vary-
ing only in how the headline of a trial story was framed—guilty,
innocent, or neutral. Participants who were assigned to the guilty
condition were more likely to identify the person of the news article
as guilty, while those in the innocent condition were more likely to
think the person was innocent. Similarly, in Ecker and colleagues
[15], participants exposed to misleading headlines in commentary
articles were less likely to engage in inferential reasoning, com-
pared to participants who were presented with headlines congruent
with the article. The different effects in user perception and pro-
cessing of information occurs because the headline is the first item
to be encoded into memory and it helps readers assign relevance.
The headline provides signals to the reader such that “the observer
allocates cognitive resources toward certain environmental features
because the communicator deems that information as more rele-
vant to the observer than other information” [27] (p. 131). As such,
users will read the story with a particular schema derived from
the headline [4, 11, 15]. This schema, in turn, facilitates retrieval
of information related to the headline, thus biasing the manner in
which the story is processed by readers.

2.1 Effects of Headlines in User Engagement
with Content

Not only do headlines influence how readers interpret the text, but
even preceding that, it helps users decide if they should click and
read the story in the first place. Even though clicking behavior
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is often associated with interest, there are several additional pre-
dictors of this type of engagement, including cognitive, affective,
and pragmatic reasons [22]. For example, Tenenboim and Cohen
[43] reveal that while users click more often on sensationalist con-
tent, they comment more on public-affairs content. This is because
sensationalist content arouses curiosity and clicking on it enables
self-experience. On the other hand, commenting behavior helps
construct group identity and allows for self-expression. This exam-
ple reveals that even though users might be equally interested in
sensationalist and public-affairs content, they express their interest
through different engagement actions available on social media.
Similarly, Kormelink and Meijer [22] found that users will some-
times find an article interesting, yet will not click on it. This occurs
when the headline is informationally complete (the user feels there
is nothing additional to learn from reading the story) or when there
is an associative gap (the headline does not tell enough for the user
to want to click on it). In other words, for users to be persuaded
into clicking, there should be a perfect balance between providing
enough information to raise curiosity and leaving the user wanting
to know more about the topic.

While clicking is an important metric directly associated with
advertisement revenue, there are other important social media met-
rics to consider. One of them is the number of shares an article
receives. The number of shares is an important metric for con-
tent creators because it reflects a mechanism to increase future
readership or clicks. Simply put, sharing contributes to the virality
of content, in turn increasing the number of possible clicks. But,
what motivates users to share one piece of online content over
another? Reasons include information utility, opinion leadership,
emotional impact, relevance, entertainment, and social cohesion
[3, 14, 33, 42]. Importantly, a large percentage of articles in social
media are shared without being clicked upon, which means the
users are persuaded to share by the headline alone. A large-scale
Twitter analysis [17] revealed that nearly 60% of the shared URLs
are never clicked upon. This means that the headline of the article
on its own is sufficient to trigger the information utility, emotional
impact, and other motivations needed for a user to share an article.

Content creators are well aware of the importance of headlines
in generating content engagement. As such, they rely on different
strategies to persuade users into clicking. One strategy is the use
of linguistic properties to persuade users by generating a “curiosity
gap” [6, 25]. The next section will expound on the psychology
behind this strategy—also known as clickbait.

2.2 The Psychology of Clickbait
As a tool of persuasion, clickbait employs linguistic strategies that
take advantage of the curiosity gap [6, 25], where the headline gen-
erates “enough curiosity among the readers such that they become
compelled to click on the link to fill the knowledge gap” [6] (p.
1). This cognitive phenomenon, known as “information gap” [25],
pertains to the curiosity triggered when a user’s informational ref-
erence point is elevated beyond the users’ current understanding
or knowledge of a particular topic. When the user is alerted about
such a gap, s/he will do the needful to close that gap, which in
the case of clickbait headlines means reading the article to satiate
the need to know. Importantly, however, attaining curiosity is a

difficult task. For example, research reveals that clickbait headlines
might raise curiosity or annoyance [2]. However, they are more
likely to raise curiosity when they are perceived as creative, and
thus are often preferred over merely informative headlines [19].
Ecker and colleagues [15] found that mismatched headlines influ-
ence memory and comprehension, but only to the extent that users
do not perceive that they are being deceived. Loewenstein’s [25]
“information gap” hypothesis, in fact, explains several precursors
to achieve the curiosity gap, namely awareness of the information
gap and previous knowledge about the topic. The author states that
curiosity will be greater when information is perceived as likely
to close that knowledge gap and when the piece is perceived as
providing insight (or a quick solution) rather than incremental so-
lutions. Given the several factors needed to arouse curiosity, it is
not surprising that we see mixed findings regarding the effects of
clickbait headlines on actual user engagement [5, 36, 37, 44]. This
raises the question: What will it take for a headline to accomplish
the ideal level of curiosity to persuade users to click on it or share it?

Industry and academia have explored this question and agree
on several stylistic features that induce greater engagement with
content [5, 36]. Seven characteristics are recurrent: questions, lists,
wh words (why, where, when, what), demonstrative adjectives (e.g.,
here, this, these), positive superlatives, (e.g., best, bigger), negative
superlatives (e.g., worst, ever), and modals (e.g., should, would) (see
Table 1 for definitions). Nonetheless, despite agreement that these
stylistic features are common among clickbait headlines, studies
have found conflicting results. One possibility for these mixed re-
sults is that some characteristics are more successful than others.
In this paper, we explore which of these seven characteristics or
stylistic features of clickbait are better at generating engagement,
if indeed they are more effective than non-clickbait headline, and
what are the psychological mechanisms that lead to higher engage-
ment. More formally, we propose:

RQ1:What is the relationship between the seven char-
acteristics of clickbait and a) user clicking behavior
(read more) and b) user sharing behavior?
RQ2:What is the relationship between the seven char-
acteristics of clickbait and a) perceived deception, b)
perceived entertainment, c) perceived credibility, and
c) curiosity arousal?

3 ASSUMPTIONS OF CLICKBAIT DETECTORS
AND EFFECTS ON CLASSIFICATION

As explained in the previous section, to be considered clickbait, a
headline should evoke interest while also leaving the user wanting
to know more about the topic. Identifying which headlines meet
this criterion is challenging, especially for a computational model
because the concept must be defined with sufficient level of con-
creteness with features that represent “clickbaitiness” for machine
distinction. As such, there are important decisions and assumptions
that scholars must make when building computational models for
the detection of clickbait. The first decision to make is what data
to use for training the algorithm and how to label it. While some
scholars opt for human labeling of data by asking annotators to
identify if a headline is clickbait or not (e.g., [6]), others are based on
weak supervision techniques such as assuming that certain sources
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Table 1: Definition of Clickbait characteristics

Clickbait Characteristic Definition
Questions An interrogative or inquiry left open-ended and assumed to be answered within the associated

article.
List A statement in list format based on a particular theme. The expectation is that the reader will

encounter a series of facts, examples, or tips about that theme upon reading the article.
Wh Words Function words such as what, which, when, where, who, whom, whose, why, whether and how.

Different than question headlines, this clickbait characteristic does not ask an actual question or
inquiry when utilizing such function words.

Demonstrative Adjectives Demonstrative adjectives (e.g. this or that) serve to indicate an entity being referred to and help to
distinguish that entity from other entities.

Positive Superlatives When several entities are compared, the positive superlative refers to the entity that is at the
highest limit of the group in a particular characteristic (e.g. best, closest).

Negative Superlatives When several entities are compared, the negative superlative refers to the entity that is at the
lowest limit of the group in a particular characteristic (e.g. worst, least).

Modals An auxiliary verb that expresses possibility, suggestion, or obligation (e.g. could, must).

are more likely to produce clickbait headlines (e.g., [13, 26]) and
thereby labeling all headlines from a given source as clickbaits.
Still others (e.g., [23]) use machine learning to generate synthetic
clickbait headlines. These differences in approaches to assembling
training data represent fundamental differences in the conceptual
definition of clickbait. While human coding represents independent
coders’ understanding of what clickbait is (or what criteria were
given by researchers for labeling data), source assumptions assume
that reliable news organizations (e.g., New York Times) do not use
clickbait strategies, deliberately overlooking the fact that this is not
always the case [36].

Another important decision to make when building automated
clickbait detectors is the type of machine learning model to use. For
example, some detectors are based on traditional machine learning
such as Naïve Bayes or Support Vector Machine (e.g. [13]), while
others employ a more complex deep learning model (e.g. [36]). Each
model has unique assumptions and characteristics that can affect
the classification decision. Classical Naïve Bayes with bag-of-words
features, for example, does not fully take into account the sequen-
tial dependency between words. This means that each feature or
word is independent, and there is no intermediate representation
between word and output. Thus, for Naïve Bayes models with bag-
of-words (excluding punctuation marks), the headline “Want to
Hear Biden and Harris Plans for Next Year?” is the same as “Biden
and Harris Want to Hear Plans for Next Year.” The model would not
differentiate between the two, and classify both in the same way (i.
e., both clickbait or both non-clickbait). On the other hand, more so-
phisticated deep learning models learn representations or features
of the input texts and use these features for prediction, and unlike in
Naïve Bayes (with bag-of-words), these features can be interpreted
as interactions among the words in the sentence. Additionally, deep
learning models can learn shortcuts that might generalize to some
unseen text but are sometimes not very meaningful [18]. Thus, for
deep learning models, the aforementioned headlines might not be
equivalent. In other words, the model could classify the first as
clickbait and the second as non-clickbait (or the other way around).
While a Naïve Bayes classifier can learn the dependency among

words located near each other by using n-gram features with n>1
or by converting the headline using word2vec instead of bag-of-
words, this still does not consider the relative position of a word or
phrase in a sentence. A deep learning architecture such as recurrent
neural network (RNN) [8] or BERT [10] takes into account both
word dependency and its relative position in a sentence.

The different characteristics of clickbait detectors (e.g., how data
were labeled for training: human coding vs. source assumption
vs. machine generation) or the type of machine learning model
employed (Naïve Bayes, Support Vector Machine, Deep Learning),
represent another possible explanation for the mixed results we
see in the literature, and may explain why computationally based
studies reveal greater engagement with clickbait (vs. non-clickbait
headlines), while experimental studies do not show this pattern. It is
possible that the different assumptions of each detector might have
resulted in systems that, although accurate, classify clickbait using
their unique conceptualization and operationalization of clickbait.
If this is the case, when comparing the classification of different
clickbait detectors on the same headlines, the agreement between
the detectors would be low. On the other hand, if indeed the classi-
fication systems are all classifying the same concept, the agreement
among the classifiers should be high. We test this question further
in this paper. More formally:

RQ3:What is the relationship between clickbait de-
tectors varying in the labeling of data used for train-
ing (human annotated data vs. weak supervision with
source assumptions) and type of model (traditional
machine learning vs. deep learning) and their level of
agreement with headline classification?

In summary, we aim to investigate if clickbait headlines are actu-
ally more engaging than non-clickbait headlines by testing possible
reasons behind the mixed findings in the literature. Specifically, we
test two possibilities: 1) that some clickbait characteristics gener-
ate more curiosity than others and thus differential engagement
levels and 2) that differences in engagement between clickbait and
non-clickbait derived from computational models represent other
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variables such as topic distinctions and assumptions of the system
rather than “clickbaitiness.” We explore these questions through
two experiments and a computational analysis of real-world
sharing of news headlines. In the first experiment, we scraped
a series of headlines from reliable sources (the top circulated print
media and most watched broadcast media according to Nielsen
rating) and unreliable online sources (junk science, conspiracy, and
satire sites) [36] and passed them through three automated click-
bait detectors–two deep learning models and a traditional machine
learning model (Naïve Bayes). Then, we selected headlines classi-
fied as clickbait by all three detectors and that possessed only one
of the seven clickbait characteristics (or none). We presented these
headlines to participants and asked their likelihood of sharing them
with their network and/or clicking the headline to read the article
further. In Study 2, we conducted a similar experiment, but to con-
trol for potential content effects, we randomly assigned participants
to one of eight headlines for the same news story, varying only the
clickbait (or not clickbait) characteristic utilized. Participants were
then directed to read the article and asked their perceptions of both
the headline and the associated article. Finally, in Study 3, we ana-
lyzed real-world sharing behavior of a series of headlines classified
as clickbait by four classifiers (we used the same three classifiers as
Study 1 and added one more classifier, resulting in a total of two
deep learning models and two traditional machine learning models)
and containing one of the seven clickbait characteristics. Methods
and results of each study are explained in the following sections.

4 STUDY 1 METHOD
For study 1, we conducted an 8 (Characteristic: 7 Clickbait Char-
acteristics + 1 Non-Clickbait) x 2 (Type of Content: Political vs.
Non-Political) mixed method quasi-experiment. The 8 character-
istics were a within-subject factor and the type of content was a
between-subject factor. We decided on a within-subject factor for
the clickbait characteristic because it automatically controls for
individual differences among participants and represents a stronger
test of user preference. Furthermore, we included political and non-
political headlines as part of our study design because research
suggests a difference in engagement between these two types of
content, with non-political headlines receiving higher engagement
than political headlines [22]. Including both in our manipulation
allows us to account for the possibility that clickbait might be more
successful for non-political content compared to political content.
We gathered headlines for this study by scraping them from reliable
and unreliable online sources, as defined by Rony and colleagues
[36], and coded them computationally using their model to deter-
mine the clickbait characteristic they possess. Then, we passed the
headlines through three different high-accuracy clickbait detectors
that identified whether a headline is clickbait or not. We passed
the headlines through three classifiers to increase the robustness
of our study. Classifier 1 (93% accuracy) is a deep learning model
trained on 32,000 headlines derived from news organizations and
coded by three volunteer coders1 [36]. Classifier 2 (93% accuracy)
is a traditional machine learning algorithm (Naïve Bayes), with
headlines labeled based on source assumptions2 [13]. Classifier 3

1https://github.com/bhargaviparanjape/clickbait/tree/master/dataset
2https://github.com/peterldowns/clickbait-classifier

(90% accuracy) is also a deep learning model, but it is based on a
12,000-headline dataset labeled based on credibility of the source3
[26]. As a final step, we chose two headlines per clickbait charac-
teristic for stimulus sampling purposes. To be selected, a headline
had to 1) be identified as clickbait by the three detectors and 2) use
only one of the clickbait characteristics (otherwise we manually
modified) (See Table 2 for final list of headlines).

4.1 Participants
Participants for this study were recruited from Amazon Mechanical
Turk (N=150). The final sample consisted of 149, after deleting one
for incomplete data. An a priori power analysis revealed that in
order to detect a medium-size effect (.25), with an error of .05 and a
power of .80, a sample of 114 participants was needed. Participants’
age ranged from 20 to 75 (M= 38.31, SD= 12.84), and 50.3% self-
identified as female. Participants were predominantly Caucasian
(77.2%) and highly educated, with 39.3% having a bachelor’s degree
and 15.4% a master’s degree or higher.

4.2 Procedure
After acknowledging consent, participants were told that we are
conducting a study with the purpose of identifying people’s prefer-
ence for different types of headlines. During the study, they were
presented with a series of headlines through an interaction (See
Figure 1). For each headline, participants could click on “read more”
if they would be likely to click on the headline and “share” if they
would be likely to share it with their network of friends. They
could select one of the options, both, or none. After reading the
instructions, participants were provided with a test run so they
could have a feel for the interaction before starting the actual study.
Participants were randomly assigned to either the political or the
non-political condition. Then, they received 8 headlines (one for
each clickbait characteristic and non-clickbait) randomized in or-
der of presentation. Each headline was presented as in Figure 1,
allowing participants to interact with the headline as they would
during their normal course of browsing. Upon interacting with each
headline, participants were asked questions about their perceptions
of the headline. After participants went through all 8 assigned head-
lines, they were asked demographic questions and questions about
their political orientation.

4.3 Measures
4.3.1 “Read More” and “Sharing” Intention. To measure partici-
pants’ likelihood of reading the article associated with the headline
and sharing the headline, we created an interaction (See Figure 1)
such that participants were provided with the headline and two
buttons. Participants were instructed to click on “read more” if they
would be likely to click on the headline and read the article associ-
ated with it (the article was however not displayed to participants).
Similarly, participants could click on “share” if they would be likely
to share the headline with their network of friends on social me-
dia. This interaction resulted in two variables, one indicating if the
participant clicked on “read more” or not, coded as 1=clicked or
0=did not click, and the other indicating if the participant clicked
on “share” or not, coded as 1= shared or 0 = did not share.
3https://github.com/saurabhmathur96/clickbait-detector#data

https://github.com/bhargaviparanjape/clickbait/tree/master/dataset
https://github.com/peterldowns/clickbait-classifier
https://github.com/saurabhmathur96/clickbait-detector#data
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Table 2: Stimulus sampling headlines for Study 1

Political Non-Political
Non-Clickbait Congress Actually Passes Law To Protect U.S. Citizens, Cops

Must Report Killings
Associated Press Reveals Secret Deal Allowing Iran To
Expand Nuke Program!

Colorado Says No To Marijuana Smoking In Hospital
Delivery Rooms
Carnival’s Princess Cruise Lines Agree to Fine, Plea
Guilty to Pollution Charges

Question Want to Hear Gov. Tom Wolf Plans For Next Year? Tune In
Tonight
“Yes I Respect Porn Stars. Don’t You Respect Porn Stars?” –
Giulliani Grills Melania Trump Spox

Afraid of the Disneyland Legionnaire disease
outbreak? Don’t be fooled by Mickey Mouse science
Did Zayn Malik Delete His Instagram Page to Avoid
Rumors of Cheating?

List 10 Reasons National Review Doesn’t Want Trump In The
White House
The 10 ways Obama actively sought to destroy America

6 Ways Emma Watson Is Adult Hermione Granger
Here Are 25 Commonly Accepted ‘Facts’ That Are
Total Bullsh*t

Wh What Happened While The Media Distracted Us With
Bathroom Issues
Video Meant to Make People Feel Sorry For The ‘Refugee
Crisis’ Proves Why The Refugees Must Go Back

Why Taylor Swift Only Wears Crop Tops and Skirts
How Female Execs Are Striking Back At Pharma For
Using Women as “Eye Candy”

Demonstrative
Adj.

This Chart Captures Every Sexist Slur Trump Supporters
Tweeted to Megyn Kelly
Judge Jeanine Completely Skewers Obama and Gruber in this
EPIC Rant

This Dark Side of The Internet Is Costing Young
People Their Jobs And Social Lives
Drake Takes His Lint Roller Everywhere, And These
GIFs Prove It

Positive
Superlative

The Best Takedown Of Democrats Admin’s Gun Control
Arguments
Donald Trump Being Attacked By A Bald Eagle Is the Best
Thing Ever

Best BGT Performance Ever: Watch Boys Get Rousing
Ovation for Their Anti-Bullying Song
This Daylight Savings Trailer Is The Best Thing You’ll
See All Day

Negative
Superlative

Trump Says Obama’s Presidency is ‘Worst Thing To Ever
Happen to Israel.’
Most Unbelievably Scandalous Video Hillary Wishes Never
Saw Daylight

This Clip of Miley, Taylor & Katy Freaking The F**k
Out Over A Bee Never Gets Old
Awards Shows Bring Out the Worst in Us

Modal Voices: We Won’t Be OK While There Are Still Two
Baltimores
We Must Change Park Ranger Uniforms to Make Illegal
Aliens Feel Better

Tove Lo’s Fierce New Tattoo Will Make Cat Lovers
Jealous
Khloe Kardashian Looks Super Skinny After Losing
40 Pounds! You Won’t Believe the Before and After
Pics

4.3.2 Headline Perception. To measure headline perception, after
interacting with each headline, we asked participants to indicate
how well each word from a list of 23 adjectives describes the head-
line they just read. Questions were asked on a 1-7 scale. Items were
adapted from Sundar’s [39] news content perception scale, Ormond
et al.’s [32] and Dark and Ritchie’s [9] deception scales, and Naylor’s
curiosity scale [31]. The authors additionally added items to reflect
the possible entertainment value of headlines. An exploratory fac-
tor analysis using Oblimin rotation revealed four factors: credible
(e.g., accurate, believable, well-written, persuasive; M= 3.59, SD=
1.51, α = .91), deceptive (e.g., dishonest, deceptive, fake, tricky; M=
3.39, SD= 1.41, α = .84), entertaining (e.g., humorous, enjoyable,
entertaining; M= 3.24, SD= 1.70, α = .87), and curiosity arousing
(e.g., want to know more, boring (r), intriguing; M= 3.91, SD=1.78
α = .85).

4.3.3 Political Orientation. We measured participants’ political
orientation through four questions proposed by Janoff-Bulman and
colleagues [20]. Items included, “Where would you place yourself
on a scale from 1 (Strong Democrat) to 7 (Strong Republican)”, and

“Where would you place yourself on a scale from 1 (Very Liberal)
to 7 (Very Conservative)” (M= 3.63, SD= 1.59, α = .85).

5 STUDY 1 RESULTS
First, we calculated the distribution of clicks on the “read more” and
“share” buttons by characteristic to get a general idea of the relative
success of each characteristic at engaging users. Table 3 reveals that
participants clicked on “read more” and “share” more often for non-
clickbait headlines (compared to the seven clickbait characteristics).
To test if these differences were statistically significant, we ran two
logistic regressions, one using participants’ response on “read more”
button as the dependent variable and the other using participants’
response on “share” button as the dependent variable. For both
regressions, participants’ political orientation was entered first as
a control variable, followed by the type of content (political vs.
non-political) and headline characteristic as independent variables.
The final step included an interaction term between the type of
content and headline characteristic.
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Figure 1: Training interaction provided to participants. As in the training, for the real study, participants could click “read
more,” “share,” both options, or none of them, for each of the eight headlines presented.

Table 3: Number of clicks on “read more” and “share” by
characteristic

Read More Share
Demonstrative Adjective 71 18
List 77 22
Modals 55 16
Negative Superlative 62 22
Positive Superlative 65 17
Question 59 13
Wh 74 18
Non-Clickbait 84 23
Total 547 149

When we entered “read more” as the dependent variable, data
revealed that headline characteristic was a significant predictor of
clicking behavior (Wald χ2 = 18.06, p = .01). Post-hoc pairwise com-
parison based on odds ratio revealed that the odds of non-clickbait
headlines receiving a click was 2.22 times greater than modal head-
lines (p <.001), 1.81 times greater than negative superlatives (p=
.01),1.68 times greater than positive superlatives (p= .03), and 1.97
times greater than questions (p= .003). On the other hand, non-
clickbait headlines were as successful as demonstrative adjectives,
lists, and “wh” headlines. This means that non-clickbait headlines
performed better than four of the seven clickbait characteristics, but
as good as the other three. Furthermore, when comparing between
clickbait characteristics, the odds of the “wh” headlines receiving
a click was 1.70 times higher than modals (p= .03); the odds of
listicles receiving a click was 1.83 times higher than modals (p=
.01); the odds of listicles receiving a click was 1.63 times greater

than questions (p= .04). Results revealed no significant main effect
of type of content and no interaction effect.

When entering “share” as the dependent variable, results re-
vealed no significant main effects and no significant interaction
effect. This indicated that all headlines were as likely to be shared
regardless of linguistic characteristic or type of content.

To test if headlines were perceived differently by participants as
a function of the clickbait characteristics and type of content, we
ran a series of 8 (7 Clickbait Characteristics + 1 Non-Clickbait) x
2 (Type of Content: Political vs. Non-Political) repeated-measures
analyses of variance using a mixed model approach.

When entering curiosity as the dependent variable, results re-
vealed a significant main effect of characteristic, F (7, 1029) = 5.84, p
<.0001. Tukey HSD post-hoc comparisons (see Table 4) revealed that
non-clickbait headlines elicited more curiosity than all clickbait
headlines (the difference is statistically significant for all compar-
isons except for the comparison with demonstrative adjectives and
lists). This finding runs counter to the belief that clickbait headlines
induce more curiosity, and thus receive more user engagement.

The main effect should be interpreted in light of the interaction
effect between characteristic and type of content, F (7, 1029) = 3.17,
p =.003. Patterns of the interaction (See Figure 2) reveal that while
non-political content written using “wh” words and modals were
perceived as less curiosity-arousing compared to other clickbait
characteristics and non-clickbait, when political content is written
using these characteristics, the headline arouses a higher level
of curiosity, reaching similar numbers as those of non-clickbait
headlines.

With credibility as the dependent variable, data revealed a
significant effect of characteristic, F (7, 1029) = 7.47, p <.0001.
Post-hoc comparisons using Tukey HSD difference test are
reported in Table 4 and reveal that overall non-clickbait headlines
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Table 4: Perceptual differences as a function of characteristics.

Curiosity Credibility Deception Entertaining
Demonstrative Adjective M = 4.12ab

SE=0.14
M = 3.74 ab
SE=0.12

M = 3.16bc
SE=0.12

M = 3.55 ab
SE=0.13

List M = 4.01abc
SE=0.14

M = 3.52 bcd
SE=0.12

M = 3.62a
SE=0.12

M = 3.62a
SE=0.13

Modals M = 3.51c
SE=0.14

M = 3.25d
SE=0.12

M = 3.05c
SE=0.12

M = 3.38 ab
SE=0.13

Negative Superlative M = 3.72bc
SE=0.14

M = 3.34cd
SE=0.12

M = 3.50ab
SE=0.12

M = 3.62 a
SE=0.13

Positive Superlative M = 3.86bc
SE=0.14

M = 3.55 bcd
SE=0.12

M = 3.11c
SE=0.12

M = 3.55 ab
SE=0.13

Question M = 3.71bc
SE=0.14

M = 3.66 abc
SE=0.12

M = 3.15bc
SE=0.12

M = 3.22b
SE=0.13

Wh M = 3.92bc
SE=0.14

M = 3.60bcd
SE=0.12

M = 3.32abc
SE=0.12

M = 3.43 ab
SE=0.13

Non-Clickbait M = 4.48a
SE=0.14

M = 4.02a
SE=0.12

M = 3.03
SE=0.12 c

M = 3.27 ab
SE=0.13

Note: Vertical means with no lower-case subscript in common differ at p< .05 using Tukey HSD post-hoc comparisons.

Figure 2: Aroused curiosity as a function of characteristic and type of content

were perceived as more credible than clickbait (the difference
was statistically significant for all comparisons except for the
comparison with demonstrative adjectives and questions). This
effect should be interpreted in light of a significant interaction
effect (See Figure 3) between characteristic and type of content, F
(7, 1029) = 3.75, p <.001, revealing that for all characteristics except
for modals, questions and wh, non-political content was perceived
as more credible than political content. Importantly, looking at
the interaction effect, non-clickbait content (both political and
non-political) were perceived among the most credible headlines.

When entering perceived deception as the dependent variable,
data revealed a significant main effect for type of content such
that political headlines were perceived as more deceitful (M= 3.62,
SD = 0.12) than non-political headlines (M= 2.87, SD = 0.11), F (1,
147) = 19.52, p <.0001. Results also revealed a significant effect of
characteristic F (7, 1029) = 6.45, p <.0001. Post-hoc pairwise com-
parisons using Tukey HSD test (Table 4) indicate that lists, negative
superlatives, and “wh” headlines were perceived as more deceitful
compared to the other characteristics. Non-clickbait was perceived
as the least deceitful, significantly lower than lists and negative
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Figure 3: Perceived credibility as a function of characteristic and type of content

superlatives. Nonetheless, the main effects should be interpreted
based on a significant interaction effect between headline charac-
teristic and type of content, F (7, 1029) = 9.76, p <.0001. The trend
of the interaction (See Figure 4) reveals that political content tends
to be perceived as more deceitful compared to non-political con-
tent, except for headlines using questions. In this case, not only is
there no statistically significant difference between political and
non-political headlines, but political headlines with questions were
perceived as less deceptive than political headlines using positive
superlatives, lists, and negative superlatives.

Finally, when we entered entertaining as the dependent variable,
data revealed a significant main effect of characteristic, F (7, 1029)
= 2.99, p = .004. Pairwise post-hoc comparisons using Tukey HSD
(See Table 4) revealed that all headlines were perceived as equally
entertaining, except for question-based clickbait that ranked least
entertaining compared to lists and negative superlatives. Data also
showed an interaction effect between characteristic and type of
content, F (7, 1029) = 3.76, p < .001 (see Figure 5), such that lists
and negative superlatives were perceived as more entertaining in
non-political headlines, compared to political headlines. However,
political headlines using demonstrative adjectives were perceived as
more entertaining than non-political headlines using demonstrative
adjectives.

6 STUDY 1 DISCUSSION
In answering RQ1, results of Study 1 reveal that indeed some click-
bait characteristics result in more clicks (to read more) than others.
Specifically, headlines using “wh” word and using lists received
more clicks than those using modals, and headlines using lists
received more clicks than those using questions. Despite these
differences among clickbait headlines, non-clickbait received more
clicks overall than four of the seven clickbait characteristics and

performed the same as the remaining three. Furthermore, there
were no statistically significant differences in sharing behavior as
a function of characteristics. These results indicate that despite
the common understanding that clickbait headlines generate more
clicks than non-clickbait, this is not the case. Users are as likely
(and sometimes more likely) to engage with non-clickbait head-
lines. The overall preference for non-clickbait headlines can be
explained by how users perceived them. For starters, headlines
using demonstrative adjectives and lists aroused more curiosity
than the other clickbait characteristics. However, non-clickbait
was similarly arousing as these two characteristics, and was more
arousing than the remining five clickbait characteristics. This runs
counter to the proposition that clickbait headlines will be more
arousing than non-clickbait headlines by inducing a curiosity gap
[1, 6]. Likewise, non-clickbait headlines were perceived by partici-
pants as equally entertaining as clickbait headlines. As expected,
non-clickbait was also perceived as less deceitful and more credible
than clickbait headlines. Interestingly, demonstrative adjectives
and questions were perceived as equally credible. It is also impor-
tant to note the interaction effects between clickbait characteristics
and type of content suggesting that some clickbait characteris-
tics might be perceived differently depending on whether the con-
tent is political. Nonetheless, despite these slight variations, the
interaction effects still revealed that non-clickbait induce about
the same (if not more) curiosity than clickbait, are perceived as
equally (if not more) credible and are perceived as equally (or less)
deceitful.

Results of Study 1 provide initial evidence that clickbait head-
lines might not be as successful as we think. Nonetheless, there
are important limitations of this study to consider. First, there are
content characteristics that are not accounted for in this study. We
utilized headlines scraped from online sources in the interest of
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Figure 4: Perceived deceitfulness as a function of characteristic and type of content

Figure 5: Perceived entertainment as a function of characteristic and type of content

ecological validity, but it resulted in headlines pertaining to dif-
ferent topics and associated with different articles (See Table 2),
thus creating a content confound when comparing the various
types of headlines. Secondly, we did not show the actual text after
users clicked “read more,” which might have reduced participants’
desire to click. Furthermore, our sample consisted of M-Turkers,
who might have higher levels of digital literacy or might be more
motivated to systematically think about their engagement with

headlines (at least in a study context) than the regular user. To ac-
count for such limitations, we conducted Study 2, which is described
next.

7 STUDY 2 METHOD
For Study 2, we chose one of the political non-clickbait headlines
utilized in Study 1 (Secret Deal Allowing Iran To Expand Nuke
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Table 5: List of headlines for Study 2

Characteristic Headline
Demonstrative Adjective This Secret Deal Allows Iran to Make Nukes in Half the Time
List Four Things to Know about Secret Nuke Deal with Iran
Modals Secret Deal Expanding Iran’s Nuke Program that you Should Know
Negative Superlative The Worst Secret Deal: Allows Iran to Expand Nuke Program
Positive Superlative Secret deal is the Best Thing that Happened to Iran Nuke Program
Question Want to Know the Secret Behind Iran’s Nuclear Deal?
“Wh” What you did not Know About Iran’s Secret Deal to Build Nukes
Non-clickbait Secret Deal Allows Iran to Expand Nuke Program

Program) and systematically changed it to contain one of the seven
clickbait characteristics. We chose a political headline because the
use of clickbait in this area is of particular concern. Many argue that
the use of clickbait media results in the “dumbing down of news”
[22]. The clickbait headlines were written by a former journalist and
resulted in a total of eight headlines (7 clickbait + 1 non-clickbait)
(See Table 5 for exact headlines).

7.1 Participants
Participants for Study 2 (N=249) consisted of 89 students recruited
from communication and information science and technology
courses at two US universities (one located in the Northeast and
another in the South), as well as 160 participants recruited from
Amazon Mechanical Turk. An a priori power analysis revealed that
to detect a medium-size effect (.25), with an error of .05 and a power
of .80, a sample of 240 participants would be needed. We recruited
students and M-Turk participants to account for the possibility that
the superior engagement of non-clickbait headlines (vs. clickbait)
in Study 1 could be due to the higher digital literacy of M-Turkers.
Of our total sample, 61.8% self-identified as male, 36.9% as female,
1.2% other, and .1% did not report. Our sample was predominantly
white (65.5%) and their ages ranged between 18 and 68 years (M=
29.89, SD= 11.42).

7.2 Procedure
Upon consenting to participate in this study, participants were
directed to the same instructions and training interaction as in
Study 1 (see Figure 1). They were then randomly assigned to one of
the 8 conditions (7 clickbait headlines + 1 non-clickbait headline).
Once they received their assigned headline, they could click “read
more,” and/or “share” as in Study 1. Upon completing the interac-
tion, participants were redirected to a questionnaire asking about
their perceptions of the headline. Participants who clicked on “read
more” received a prompt saying that before we take them to the
story, we would like to ask their quick impressions of the headline
they just read, while those who did not click on “read more” re-
ceived a prompt simply stating that we will now ask them about
their quick impression of the headline. The different prompts were
included to assure those that clicked “read more” that they will
indeed see the story afterwards. The fact that participants received
the actual text when clicking “read more” addresses the possibility
that in Study 1 users did not click “read more” for the clickbait
headlines because they knew that they would not get to read the

story anyway. After completing the questionnaire eliciting their
perceptions of the headline, all participants were taken to the story
associated with the headline. The story remained constant across
conditions, but the headline varied depending on the condition
(see Figure 6). After reading the story, participants were directed to
a questionnaire asking about their perceptions of the news story,
their likelihood of sharing the story with their network of friends,
and their elaboration of the content of the story. At the end of
the questionnaire, they were asked about their demographics and
political orientation.

7.3 Measures
7.3.1 Headline Reading and Sharing Intention. To measure partici-
pants’ likelihood of reading the article associated with the headline
and sharing the headline, we followed the same procedure as in
Study 1 and created two variables, one indicating if the participant
clicked on “read more” or not, coded as 1=clicked or 0=did not click,
and the other indicating if the participant clicked on “share” or not,
coded as 1= shared or 0 = did not share.

7.3.2 Headline Perceptions. To measure headline perceptions, we
utilized a similar scale as in Study 1 and asked participants to in-
dicate how well each word in a list of 24 adjectives reflected the
headline they just read. The final scales were constructed based
on an exploratory factor analysis using Oblimin Rotation. We con-
strained the EFA to four factors to imitate the scales utilized in
Study 1 for comparability purposes. The final scales pertained to
credibility (e.g.: accurate, informative, objective, M= 3.77, SD= 1.29,
α = .90), deception (e.g.: dishonest, biased, fake,M = 3.81, SD = 1.29,
α = .84), curiosity (e.g.: interesting, want to know more, aroused
my curiosity, M= 4.54, SD= 1.45, α = .76), and entertaining (e.g.:
enjoyable, entertaining, humorous, M= 2.89, SD= 1.39, α = .75).

7.3.3 Story Perceptions. Story perceptions were measured via the
four subscales proposed by Sundar [39] including credibility (e.g.:
objective, fair, unbiased, M= 4.15, SD= 1.30, α = .86), liking (e.g.:
enjoyable, pleasing, interesting,M= 3.77, SD= 1.14, α = .71), quality
(e.g.: clear, coherent, comprehensive, M= 4.69, SD= 1.14, α = .79),
and representativeness (e.g.: important, relevant, timely, M= 4.76,
SD= 1.29, α = .78). Questions were administered on a 1-7 scale.

7.3.4 News Sharing Intention. Participants’ intention to share the
news was measured with one item asking participants to rate on a
1-7 scale: How likely they would be to share this story with their
network of friends and family (M= 3.13, SD= 2.01).
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Figure 6: Sample story stimulus: demonstrative adjective condition (left), negative superlative condition (right). The story
remained constant, but the headline differed based on the condition to which participants were assigned (eight total).

Figure 7: Percentage of participants who clicked on “Read more” (left) or “Share” (right) by condition.

7.3.5 News Story Elaboration. To assess the extent to which par-
ticipants elaborated or systematically processed information from
the article, we administered 12 items from a validated measure of
message elaboration [35]. The scale asked participants the degree
to which they engaged in a series of behaviors while reading the
message, on a 1-7 scale, such as: “attempting to analyze the issues
in the message, unconcerned with the ideas(r), and expending a
great deal of cognitive effort” (M= 4.71, SD= 1.06, α = .86).

8 STUDY 2 RESULTS
To assess the effects of the headline characteristics on user engage-
ment with the headline (clicking on “read more” and “share”), we
first explored descriptive statistics. Figure 7 reveals that, overall,
users clicked “read more” on non-clickbait at a higher rate, followed
by “wh” words. When looking at sharing behavior, on the other
hand, there is a relatively low number of shares overall. Questions

and demonstrative-adjective headlines seem to be shared relatively
less than the other characteristics.

To test if these differences in user engagement are statistically
significant, we conducted two logistic regressions, one for users’
click on “read more” and one for users’ click on “share.” We entered
participant type (student or M-Turker), political orientation, gender,
and age as control variables. Results revealed no significant effect of
characteristic when entering “read more” as the dependent variable
(Wald χ2 = 4.42, p = .73), nor when entering “share” as the depen-
dent variable (Wald χ2 = 2.91, p = .89). This means that user engage-
ment was not different across clickbait and non-clickbait headlines.

To assess if participants perceived the headlines any differently,
we conducted a series of one-way ANOVAs for each dependent
variable of interest. For all analyses, we entered participant type,
political orientation, gender, and age as control variables. Results
revealed no significant difference for any of the four dependent
variables of interest: credibility (F (7, 236) = 1.37, p =.22), deceptive
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(F (7, 236) = 1.14, p =.34), curiosity inducing (F (7, 236) = 1.22, p
=.30), entertaining (F (7, 236) = 0.50, p =.84).

Following analyses of the headline, we examined if there were
any differences in how participants perceived the news story, their
intention to share the story, and their elaboration as a function of
headline characteristic. For this purpose, we ran a series of one-way
ANOVAs. Results revealed no statistically significant difference on
perceived story credibility (F (7, 236) = 088, p =.52), representative-
ness (F (7, 236) = 0.83, p =.57), quality (F (7, 236) = 0.94, p =.48),
liking (F (7, 236) = 1.16, p =.33), users’ elaboration of the story (F
(7, 235) = 1.66, p =.12), or likelihood of sharing the story (F (7, 236)
= 0.24, p =.98).

9 STUDY 2 DISCUSSION
In Study 2, we controlled for the topic of the headlines and included
students and M-Turkers in our sample to account for content con-
founds of Study 1, yet we found no significant differences between
clickbait and non-clickbait headlines in terms of likelihood of click-
ing and sharing. If anything, users clicked more on non-clickbait
headlines, although not by a statistically significant margin.

Analyses also revealed that participants perceived the headline
the same regardless of its characteristics. Again, these results run
counter to past research suggesting that headline style influences
user perception of the headline and its associated content [15, 41].
While data suggest that the headline selected for Study 2 elicited
rather high curiosity (M= 4.54), meaning that participants found the
article to be interesting, we should note that this study used only
one headline. More testing is required for enhancing the external
validity of our findings.

Nonetheless, the null findings of Study 2 suggests three possibili-
ties, 1) clickbait is not as clickbaity aswe think, 2) the “clickbaitiness”
of clickbait headlines is not solely determined by the characteristics
suggested by industry [5] and identified by the clickbait detector
in Rony et al. [36], but by other factors that help create a psycho-
logical information gap, or 3) the higher engagement of clickbait
headlines (compared to non-clickbait) found in computational anal-
ysis [36, 44] might not represent engagement with clickbait per se,
but third variables (or common-cause variables) attributable to the
assumptions of each clickbait detector (e.g., labeling procedure for
training data, type of machine learning model). If this is the case,
then each detector is operating with a unique and distinct concep-
tualization of clickbait, which calls into question the validity of
clickbait detectors. If the same concept is being captured by the dif-
ferent models, then they should have high agreement in classifying
the same set of clickbait headlines. If they do not have high agree-
ment, it would represent a validity issue of content classification
systems for clickbait detection, with results being confounded with
other variables such as topic distinction and system assumptions.
We explore these issues in Study 3 through computational analysis
of real-world number of shares of headlines scraped from reliable
and unreliable sources (political and non-political). This time, we
passed the headlines through four different clickbait classifiers (the
same three as in Study 1 plus a new traditional machine-learning
classifier) varying in their basic assumptions of clickbait and in
the type of machine-learning utilized. We added a fourth classi-
fier in Study 3 in order to have a fully crossed factorial design

that can assess differences in engagement based on the character-
istics of the classifiers: 2 (Type of Model: Conventional Machine
Learning vs. Deep Learning) x 2 (Data: Annotated Data vs. Source
Assumptions).

10 STUDY 3 METHOD
For Study 3, we scraped headlines from reliable and unreliable
sources (political and non-political) and computationally identified
the clickbait characteristics utilized by them (see supplemental ma-
terial for complete list of headlines). Then, we passed the headlines
through four different clickbait detectors. The first three detectors
were the same as in Study 1. We added a fourth detector – a support
vector machine learning model trained on manually annotated data
(96% accuracy). This addition resulted in a 2 (Type of Model: Tradi-
tional Machine Learning vs. Deep Learning) x 2 (Data: Annotated
Data vs. Weak Supervision with Source Assumptions) comparison
allowing us to assess differences in engagement based on the char-
acteristics of the classifiers. As a final step, we linked the scraped
headlines to actual share data retrieved from sharedcount.com. Data
from sharedcount.com includes total number of Facebook shares,
Facebook comments, Facebook reactions, and number of pins. In
total, we ended up with data for 371 headlines after deleting errors
and headlines that used other characteristics aside from the seven
analyzed in this paper.

11 STUDY 3 RESULTS
First, we analyzed descriptive statistics to assess the classification
agreement between the four clickbait detectors. Data reveal that
the four classifiers agreed on the classification 47.17% of the times.
Of the175 headlines that were classified similarly by the four classi-
fiers, 139 were clickbait classifications and 36 were non-clickbait.
Furthermore, as Figure 8 shows, the level of agreement with the
classification also varied based on the characteristic used by the
headline. For instance, while the four classifiers agreed on the click-
bait classification more times for the negative superlative character-
istic (compared to the other six characteristics), the four classifiers
never agreed on a non-clickbait classification for the negative su-
perlative or question characteristics, as illustrated by the absence
of the “non-clickbait agreement” bar.

We then proceeded to compare classifiers pairwise; specifically,
the percentage of times that two classifiers agreed on either a click-
bait or a non-clickbait classification. Table 6 reveals that the highest
agreement was between detector 1 and 4, both of which used man-
ually annotated data for training.

To analyze whether one clickbait characteristic received more
engagement than another, as proposed by RQ1, we ran a series of
negative binomial regressions with maximum likelihood estimation.
This was the most appropriate analysis given overdispersion of the
count data. Given the rather low agreement between detectors ex-
plained above, we ran a separate analysis for each detector so that
we could assess 1) if there is a feature that is more successful at
engaging users across all classifiers, and 2) if the type of model (clas-
sical machine learning vs. deep learning) and the training dataset
(annotated data set vs. weak supervision with source assumption)
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Figure 8: Percentage of times the clickbait detectors agreed on a classification by characteristic.

Table 6: Pairwise comparison agreement between detectors

Comparison Percentage of Total Headlines
Agreed as Clickbait

Percentage of Total
Headlines Agreed as
Non-Clickbait

Total Agreement

Detector 1 &. Detector 2 59.57% 14.02% 73.59%
Detector 1 & Detector 3 50.94% 18.87% 69.81%
Detector 1 & Detector 4 54.72% 23.18% 77.90%
Detector 2 & Detector 3 49.06% 15.36% 64.42%
Detector 2 & Detector 4 48.52% 15.36% 63.88%
Detector 3 & Detector 4 47.17% 27.49% 74.66%

Note: Percentages of total headlines agreed as non-clickbait (or clickbait) refer to the percentage of the total number of headlines where the
two classifiers agreed on the non-clickbait or clickbait determination.

yield different results4. For all analyses, we entered the type of
content (political vs. non-political) and the headline features as the
independent variables, with total engagement (combined number
of shares, comments, reactions and pins) as the dependent variable.

When analyzing Detector 1 (Deep Learning, Manually Anno-
tated Data), we found a significant effect of types of content, such
that non-political headlines received more engagement than politi-
cal headlines, b = 0.55, Wald χ2 = 4.64, p = .03. There was also a
significant effect of features, Wald χ2 =42.59, p < .0001. Post-hoc

4When running the analysis using headlines where at least three detectors agreed on
the classification (a rather liberal approach given that for some headlines one classifier
would have deemed it as non-clickbait) there was a near significant effect of features
on total engagement, Wald χ 2 =12.32, p = .055. However, post-hoc comparisons using
Tukey HSD yielded no significant pairwise differences.

comparisons using Tukey HSD revealed that demonstrative adjec-
tives, lists, modals, and “wh” words received higher engagement
than non-clickbait headlines.

When analyzing Detector 2 (Traditional Machine Learning:
Naïve Bayes, Weak Supervision), we also found a significant ef-
fect of features, Wald χ2 =31.72, p < .0001. Post-hoc comparisons
revealed that demonstrative adjectives, lists, and “wh” words per-
formed better than non-clickbait headlines. Analysis with Detector
2 additionally yielded significant pairwise differences between click-
bait headlines, such that demonstrative adjectives, lists and “wh”
words received more engagement than positive superlatives.

When analyzing Detector 3 (Deep Learning, Weak Supervision),
there was also a significant effect of feature, Wald χ2 =31.99, p <
.0001. Again, post-hoc comparisons revealed that demonstrative ad-
jectives, lists, and “wh” words performed better than non-clickbait.
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Data also revealed that demonstrative adjectives and “wh” words
received more engagement than positive superlatives.

Finally, analysis of Detector 4 (Traditional Machine Learning:
Support Vector Machine, Manually Annotated Data) yielded a sig-
nificant effect of feature, Wald χ2 =23.15, p = .002. Tukey HSD
pairwise comparison revealed that the difference is only between
demonstrative adjectives and positive superlatives, with demon-
strative adjectives receiving higher engagement.

12 STUDY 3 DISCUSSION
Results of Study 3 are intriguing as it reveals rather low agreement
among the four clickbait detectors, despite the detectors individ-
ually having high accuracy. This is likely due to the different as-
sumptions and characteristics of each detector. For instance, two
of the models were trained using annotated data while the other
two used source assumptions as ground truth. This means that in
the former, clickbait is defined in terms of the perceptions of the
volunteers who classified those headlines and their understanding
of what is and what is not clickbait. On the other hand, the other
two models relied on source credibility to train the model, such that
headlines from sources like the Wall Street Journal are understood
as being non-clickbait, while those from outlets like Buzzfeed are
assumed to be clickbait. Two of the models utilized a deep learning
model, while the other two utilized more classical machine-learning
models (Naïve Bayes and Support Vector Machine). Results of Study
3 reveal that the differences in assumptions made by each model
results in a low agreement when comparing the four detectors to-
gether and generate different results in terms of user engagement.
It is worth noting, however, that when examining the pairwise com-
parison among classifiers, the highest total agreement was between
the two human-labeled classifiers—classifiers 1 and 4 (see Table 6).

Regardless of the low agreement between the clickbait detectors,
three out of the four models consistently revealed that clickbait
headlines using demonstrative adjectives, lists and “wh” words
resulted in higher engagement compared to non-clickbait headlines.
This means that at least in an uncontrolled environment, these
characteristics are more successful in luring users into clicking.
Similarly, two of the four models reveal that positive superlatives
are not as good as other clickbait characteristics (e.g., demonstrative
adjectives) at engaging users. These differences notwithstanding, it
is important to note that some of the headlines classified as non-
clickbait by classifiers still contained one of the seven characteristics
of clickbait analyzed in this paper (see supplemental material for
a list of headlines). This means that it is not the characteristics
alone that distinguish a headline as clickbait or not clickbait. It is
likely that there are other underlying linguistic properties that may
elicit information gap more effectively when read in tandem with a
particular characteristic.

13 SUMMARY OF FINDINGS
In sum, we conducted three studies to assess if clickbait headlines
are actually “clickbaity” (see Table 7 for a comparison of findings).
In Study 1, we found that among the seven clickbait characteristics,
users were more likely to click on “read more” for “wh” words and
lists compared to modals. They were more likely to click on “read
more” for lists compared to questions. However, results revealed an

overall preference for non-clickbait. In fact, non-clickbait received
significantly more clicks than modals, negative superlatives, pos-
itive superlatives, and questions, and the same as demonstrative
adjectives, lists, and “wh” words. Moreover, when assessing user
perception of the headlines, non-clickbait headlines elicited more
curiosity than all 7 types of clickbait headlines, were perceived
as less deceitful and considered more credible. The interaction ef-
fects between clickbait characteristic and type of content on user
perceptions suggest that the success of clickbait is also contingent
on the type of content of the headline. For example, non-political
headlines were perceived as more credible than political headlines,
except for modals, questions and “wh” headlines. Similarly, political
headlines were generally perceived as more deceitful than non-
political headlines, except for headlines using questions, in which
case non-political headlines were perceived as more deceitful.

In Study 2, we assessed user preference in a more controlled en-
vironment to account for the possibility that the general preference
for non-clickbait found in Study 1 could be due to content differ-
ences across the headlines. However, even when we systematically
varied the same headline to possess one of the seven characteristics
or non-clickbait, we found no statistically significant differences in
engagement between them. This means that users were as likely
to click on “read more” and share for any of the clickbait char-
acteristics or non-clickbait, and their perceptions of the headline
(deception, curiosity, entertaining, credible) and news story (credi-
bility, representativeness, quality, liking) were the same regardless
of headline type.

The findings of Study 1 and 2 suggested two possibilities for
the positive effects of clickbait on engagement found in previous
computational studies [36, 44]. First, that in these studies clickbait
headlines are not “clickbaity” because of the characteristics sug-
gested by industry [5] and identified by the clickbait detector in
[36] alone, but by other factors that help create a psychological
knowledge gap. Or, that the preference for clickbait is a function
of third variables derived from the assumptions of the clickbait
detectors. We explored these possibilities in Study 3 by comparing
the classification of 4 different clickbait detectors varying in the
nature of training data and the type of machine learning employed.
While three of the four classifiers suggest that users engage more
with headlines using demonstrative adjectives, “wh” words, and
lists, we found low overall agreement among the 4 classifiers, such
that the four of them agreed on a clickbait vs. non-clickbait classi-
fication only 47% of the time. We discuss the implications of our
three studies in the next section.

14 GENERAL DISCUSSION
Overall, our findings suggest that determining whether a headline
is clickbait or not is quite complex. It does not simply depend on
a few key linguistic characteristics like using a listicle or framing
it as a question. It also depends on the nature of the automated
classifier used to distinguish clickbaits from non-clickbaits. In fact,
results of our study expose the unreliability of clickbait classifiers
by showing low agreement between them. Like our Study 1 and
2, past studies [29, 37] conducted using experimental designs and
content analysis find that non-clickbait is more engaging than
clickbait. Studies using automatic detection [36] reveal the opposite
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Table 7: Summary of significant main effects of clickbait characteristic by study

Study 1
Outcome Comparison

Read more Non-clickbait > modal; Non-clickbait > negative superlatives; Non-clickbait > positive superlatives;
Non-clickbait > questions; Non-clickbait = demonstrative adjectives; Non-clickbait = demonstrative
adjectives; Non-clickbait = lists; Non-clickbait = “wh”; Wh > modals; Lists >modals; List > questions

Curiosity Non-clickbait >modals; Non-clickbait >negative superlatives; Non-clickbait >positive superlatives;
Non-clickbait >questions; Non-clickbait >”wh”

Credibility Non-clickbait > list; Non-clickbait > modal; Non-clickbait > negative superlative; Non-clickbait >
positive superlative; Non-clickbait > “wh”

Deception List >demonstrative adjective; List>modals; List >positive superlatives; List> question; List >
Non-clickbait; Negative superlative >modals; Negative superlative >positive superlatives; Negative
superlative >no-clickbait

Entertaining List > question; Negative superlative > question
Study 2

Outcome Comparison

Headline engagement (read more
& share)

No significant differences

Headline perceptions (deception,
curiosity, entertaining, credible)

No significant differences

Story perceptions (credibility,
representativeness, quality,
liking)

No significant differences

Elaboration of the story No significant differences
Likelihood of sharing the story No significant differences
Study 3 – Detector 1 (Deep Learning, trained on Manually Annotated Data)

Outcome Comparison

Shares Demonstrative adjectives > non-clickbait; Lists > non-clickbait; “Wh” > non-clickbait; Modals >
non-clickbait

Study 3 – Detector 2 (Traditional Machine Learning: Naïve Bayes, Weak Supervision)

Outcome Comparison

Shares Demonstrative adjectives > non-clickbait; Lists > non-clickbait; “Wh” > non-clickbait; Demonstrative
adjectives > positive superlative; Lists > positive superlatives; “Wh” > positive superlatives

Study 3 – Detector 3 (Deep Learning, Weak Supervision)

Outcome Comparison

Shares Demonstrative adjectives > non-clickbait; Lists > non-clickbait; “Wh” > non-clickbait; Demonstrative
adjectives > positive superlative; “Wh” words > positive superlatives

Study 3 – Detector 4 (Traditional Machine Learning: Support Vector Machine, trained on Manually Annotated Data)

Outcome Comparison

Shares Demonstrative adjectives > positive superlative

pattern, as did our Study 3. But, in analyzing each detector in
isolation, we find that the four models only agreed 47% of the
time, which indicates the complexity of defining and classifying
clickbait computationally. The noise associated with this low level
of agreement raises fundamental questions about the validity of
clickbait detectors and taxonomies touting objective characteristics
that result from clickbait analysis. In reality, clickbait determination

could be highly subjective. As the author of one of the clickbait
detectors used in this study [13] states “I know it when I see it.”
However, classifying clickbait might be a difficult task precisely for
that reason—we know it when we see it, but we cannot quite define
it operationally. It is possible that clickbait, and more precisely
the curiosity gap that it is supposed to generate, represents an
abstract concept difficult to define at the granularity needed for
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computational detection. The higher engagement of clickbait over
non-clickbait found in computational studies might be due to other
variables such as topic distinctions and assumptions of the system
rather than “clickbaitiness.” It is also possible that the results of
our study represent the current digital user, one who no longer
falls for clickbait headlines due to either their considerable prior
experience with this type of headline (including the disappointment
and frustration they may have felt) or due to the increasing number
of media literacy campaigns in recent years aimed to educating the
public. Culturally, we may have reached an inflection point where
we have come to recognize clickbaits for what they really are and
therefore deliberately avoid clicking on them.

That said, three classifiers agreed that demonstrative adjectives,
“wh” words and listicles performed better than non-clickbait when
using real-world engagement data. These stylistic markers might be
essential for clickbait headlines to be “clickbaity,” and are worthy of
further testing. However, it is worth noting that we did not find the
same effects in Study 1 and 2. This is important because, in Study
1, we selected 1) clickbait headlines that possessed only one of the
seven characteristics, and 2) non-clickbait headlines that did not
contain any of the characteristics (or manually adjusted to ensure
that this was the case), whereas in Study 2, we further controlled for
any possible content differences by manipulating the same headline
to possess one and only one or none of the characteristics. This
was not the case for Study 3, where even headlines considered as
non-clickbait by the four classifiers appeared to have at least traces
of some of the linguistic characteristics associated with clickbait
headlines. For example, the headlines, “Greatest Military Coup Ever
Could Now Be Underway on U.S. Soil,” and “Media Silent as Biggest
Protests Since French Revolution Sweep France,” both use posi-
tive superlative words, yet were classified as non-clickbait by the
four classifiers. This raises the question whether the characteris-
tics themselves determine the ‘clickbaitiness’ of a headline or are
there other linguistic mechanisms that promote user engagement?
Furthermore, in Study 1 and 2, we assessed users’ perception of the
headline and found a null effect (Study 2) and a slight superiority of
non-clickbait headlines (Study 1). As data scientists are well aware
[5], analysis of real-world engagement can be rife with confound-
ing variables. For example, it is possible that one type of clickbait
headline, more than other types, tends to be placed on the upper
part of the news site, generating more clicks partly because of its
placement rather than the headline alone. This type of confound
could lead to a form of Simpson’s Paradox [5], where the direction
of an association may be reversed when analyzing the subgroups of
that population [21]. This is what we may be witnessing in Study 3.
The many third variables associated with real-world engagement
data coupled with the low reliability of the detectors found in our
study sheds light on the possibility that the greater engagement of
clickbait reported in computational studies should be interpreted
with caution because the engagement might not be due to actual
“clickbaitiness” or the knowledge gap hypothesis, but rather due to
contextual factors and interface elements unrelated to clickbait.

Our findings hold several practical implications. First, our study
echoes recent works by other scholars [37] and suggests that news
organizations should steer away from utilizing clickbait character-
istics in their headline writing, especially for topics that rely on

users’ perceptions of integrity and objectivity. For starters, head-
lines written as non-clickbait receive the same or equal engage-
ment compared to clickbait headlines. Moreover, users perceive
non-clickbait as more credible and less deceptive. They are also able
to induce user curiosity to a higher extent than clickbait, probably
because they are processed more deeply by users. All this suggests
that respectable news organizations should refrain from resorting
to clickbaits to boost engagement with their stories, as it is not
only ineffective in attracting users but also detrimental to their
credibility. In other words, resorting to clickbait is not worth the
credibility risk, especially in the news domain where trust in news
organizations has already been on a decline. A recent survey of
U.S. adults indicated that credibility of news organizations declined
in 2020 compared to previous years, “indicating not only a lack
of trust but suggesting that audiences have grown cautious when
consuming news” [45] (para. 1). One way to boost credibility and
differentiate from other types of content online is for news organi-
zations to stick to non-clickbait headlines when presenting content
to their audiences.

Our findings also raise fundamental doubts about the reliability
of computational clickbait detection solutions. Particularly, the low
agreement among clickbait detectors reveals that clickbait detec-
tion is a rather difficult task. Our results suggest that the success of
future detectors should be analyzed beyond their individual perfor-
mance (the four classifiers in this study had high accuracy scores),
but also based on their concurrent validity. In other words, detectors
should be assessed by comparing them to other clickbait measures
to assess their ability to accurately and consistently detect clickbait.
One idea can be to test how the detector performs in comparison to
human classifiers. Insights into those results can provide ideas to
improve detection accuracy by assessing potential areas of disagree-
ment. Another approach proposed by scholars studying fake news
[28] is for the computational sciences to collaborate with the social
sciences when building machine learning models for the detection
of abstract concepts such as clickbait. For example, the social sci-
ences can help identify features essential for clickbait detection or
other abstract concepts, which can then be used to build algorithms
for the detection of such content.

This research is not without limitations. First, in our studies, we
limited our classification of clickbait to seven characteristics. It is
possible that other characteristics of clickbait not represented in
our research are more successful than the ones we selected. Sim-
ilarly, we utilized headlines that only possessed one of the seven
characteristics. The goal of our research was to identify which of
those characteristics is more engaging. However, there could be a
potential additive effect that we did not account for. Secondly, in
our user studies (Study 1 and 2), we used a sample of M-Turkers
and students; though no difference was found across populations,
it is not a representative sample of the U.S. population which might
be less technologically savvy compared to Turkers and college stu-
dents. However, while our sample is not representative, college
students are as likely to fall for persuasive linguistic strategies such
as clickbait, as the normal population. In fact, a study [46] found
that college students performed worse than high school students
in a reasoning task to evaluate online information. It is also worth
noting that the scraped headlines utilized for Study 3 is consider-
ably small, compared to other field studies conducted to analyze
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headline engagement. Nonetheless, our findings align with Scacco
and Muddiman [37], whose field analysis of 5288 headlines revealed
higher engagement of non-clickbait headline. Though our Study
3 does reveal a slight preference for a few clickbait characteristics
(demonstrative adjectives, “wh” words, and listicles), these findings
should also be analyzed with caution given potential confounds of
real-world engagement analysis discussed earlier, and the rather
low agreement rate among the detectors. Likewise, in Study 1 and
2, we presented headlines that were classified as clickbait by three
classifiers, but we found in Study 3 that the classifiers have low
agreement. The low agreement raises questions about the validity
of our Study 1 and Study 2. Nonetheless it is worth noting that the
null effect of clickbait headlines is consistent with findings in other
experimental studies [29, 30, 37].

These limitations notwithstanding, our research adds to our cur-
rent understanding of users’ engagement with clickbait headlines
by exploring possible reasons for the mixed findings regarding their
relative superiority over non-clickbait headlines. Our studies reveal
that indeed clickbait is not as “clickbaity” as we tend to think, and
that results might vary depending on the conceptual definition of
clickbait. For example, in our study, the four clickbait detectors
yielded somewhat different engagement results, and agreed on a
classification only about 47% of the time. Moreover, three of the
four detectors suggest user preference for demonstrative adjectives,
lists, and “wh” words. However, these findings were not consistent
when we tested this premise in a controlled and semi-controlled
setting, suggesting that other factors pertaining to content of the
story may indeed play a significant role in attracting clicks from
users. Furthermore, other content genres, such as gossip, adver-
tisements, and warnings, may fare better with clickbaits compared
to straight news headlines, which many online users may see as
inherently unworthy of clicks.

In conclusion, this paper exposes the unreliability of clickbait
detecting classifiers by demonstrating low agreement between
them. While results of this research reveal that some character-
istics (demonstrative adjectives, “wh” words, and listicles) attract
more clicks when analyzing real-world engagement data, the noise
associated with the low level of agreement among classifiers raises
fundamental questions about the validity of these systems. It is
possible that the higher engagement of clickbait in computational
studies (such as our Study 3) is driven by other third variables
that go beyond the linguistic features of the headline, e.g., topic
differences and article placement within the website that may have
nothing to do with “clickbaitiness” or curiosity effects. It is also
possible that the modest effects of clickbaits are due perhaps to
greater media literacy and user wariness arising from their prior
experience with clickbait headlines.
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