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ABSTRACT
The widespread eviction of tenants across the United States has metamorphosed into a challenging public-policy problem. In particular, eviction exacerbates several income-based, educational, and health inequities in society, e.g., eviction disproportionately affects low-income renting families, many of whom belong to underrepresented minority groups. Despite growing interest in understanding and mitigating the eviction crisis, there are several legal and infrastructural obstacles to data acquisition at scale that limit our understanding of the distribution of eviction across the United States. To circumvent existing challenges in data acquisition, we propose WARNER, a novel Machine Learning (ML) framework that predicts eviction filing hotspots in US counties from unlabeled satellite imagery dataset. We account for the lack of labeled training data in this domain by leveraging sociological insights to propose a novel approach to generate probabilistic labels for a subset of an unlabeled dataset of satellite imagery, which is then used to train a neural network model to identify eviction filing hotspots. Our experimental results show that WARNER achieves a higher predictive performance than several strong baselines.

1 INTRODUCTION
Numerous low-income renting families across the USA are at a high risk of eviction, mainly due to a shortage of federal housing assistance, and an ever-increasing gap between income growth and increases in housing cost, e.g., about 70% of the low-income renters devote most of their income towards housing expenses [12, 13]. Further, eviction is an important cause of several societal problems, such as homelessness [6, 44], and has long-lasting negative effects on individuals’ health, and housing stability [8, 12, 17, 21]. As a result, mitigating the eviction crisis is of the utmost importance in order to enhance the well-being of this community.

To tackle this crisis, NGOs and policymakers have been implementing multiple programs at the pre-filing and post-filing stages [5, 33, 43]; especially, they assign several types of resources to increase housing stability and affordability. Efficient resource allocation for these eviction prevention programs is possible only with a data-driven understanding of eviction filing hotspots across the USA. Unfortunately, some state/local policies and infrastructure limitations restrict access to ground-truth eviction filing records for many regions of USA, which in turn, limits our understanding of eviction filing hotspots in those regions [11]. Thus, accurately predicting eviction filing hotspots at a high spatial resolution (without accessing the ground-truth eviction filing records) would enable policymakers to design more well-informed eviction prevention and mitigation programs, and hence, more effectively address the eviction crisis across the USA.

There have been a few studies, at the intersection of sociology and Machine Learning (ML), that use supervised ML models to predict the eviction (or eviction filing) [41, 42] and landlord harassment [47]. However, they are not well-suited for predicting the occurrence of eviction (i.e., the target variable) at a national scale because (i) they rely on input features (such as historical eviction
filing data [41] or the outreach activities of specialists at Tenant Support Unit (TSU) [47]) that are only available for certain cities in the USA (which limits their usability to these specific cities), and (ii) they assume that sufficient training data with ground-truth labels is available for training ML models. Unfortunately, this assumption does not hold for the task of eviction filing hotspot prediction because of two reasons: (i) some state/local laws and policies limit access to eviction filing records, e.g., in Illinois, bulk data retrieval is not allowed or in California, tenants may block public access to their eviction records [11], and (ii) the high cost of data collection in some other regions makes it infeasible to collect eviction filing records at scale, e.g., due to some infrastructure limitations, obtaining eviction filing data requires collecting eviction filing records in person from many different judicial courts [11].

To fill this gap, we propose WARNER (Weakly-supervised Aid to Relieve Nationwide Eviction Rate), a weakly-supervised ML model that leverages publicly available satellite imagery as well as sociological insights (instead of ground-truth labels) to predict eviction filing hotspots across the USA. In particular, we make the following contributions: (i) to account for the lack of sufficient labeled training data in this domain, we propose a novel label generation approach that leverages the findings of past literature in sociology to produce probabilistic labels for a subset of an unlabeled satellite image based training set, (ii) we develop a neural network model to predict eviction filing hotspots from satellite imagery of different shapes, and (iii) we do several experiments to assess the accuracy of WARNER using a real-world dataset with eviction filing records in Dallas County, TX.

Our empirical evaluation shows the high quality of the labels generated by our proposed label generation approach. Furthermore, the results show that WARNER outperforms multiple strong baseline models by obtaining about 36.0% and 1.4% higher F1 and AUC (respectively), which illustrates its suitability for this problem domain. Additionally, the superior accuracy of WARNER can be generalized to different counties across the United States. This work is conducted in collaboration with The Child Poverty Action Lab (CPAL)\(^1\) and its usability in the field is being assessed by domain experts.

2 RELATED WORK

In the following subsections, we survey past literature in the areas of sociology and Machine Learning.

2.1 Sociological Research

Prior work in sociology mostly focuses on understanding the factors associated with eviction using statistical and descriptive analysis. In fact, prior work has studied the association between the risk of eviction and various individual and neighborhood-level characteristics. e.g., they found that job loss, and crime rates in a neighborhood tend to increase the risk of eviction [10]. Further, prior research found that low-income single mothers who have young children tend to be at a high risk of getting evicted [9]. Additionally, according to their findings, eviction could lead to long-lasting health problems (e.g., depression) [12]. Even though this line of work gleaned unique insights about the eviction crisis, they did not address the problem of predicting eviction (or eviction filing) hotspots across the USA (which is the focus of our work).

Some other prior work focuses on finding eviction hotspots in certain geographic regions by counting the total number of eviction filings in their sub-regions. As a result, they find that a large number of evictions in a region can be attributed to a small number of sub-regions [21, 39]. However, these works require the actual number of evictions (or eviction filing records), which is inaccessible (or highly expensive to obtain) for many regions due to restrictive state/local policies and infrastructure limitations [11]. Therefore, their methodology is not generalizable to all regions within USA. In contrast, this paper proposes a highly generalizable ML-based framework that relies on satellite imagery and sociological insights (rather than the actual number of eviction filings) to predict eviction filing hotspots within US counties in the absence of court records.

2.2 Machine Learning Research

There has been a large number of research on applying ML techniques to tackle societal problems. One line of research developed predictive ML models using a tabular dataset consisting of several factors with potential impacts on the dependent variable [42, 47]. For example, Ye et al. [47] relied on some classical ML models to predict the risk of landlord harassment using a tabular dataset. However, these models have limited real-world usability, as their predictive performance is highly dependent on data sources that are either (i) unavailable for many regions across the USA, or (ii) highly expensive to obtain as they need to be gathered by conducting surveys. Additionally, a recent study [41] developed a multi-view time-series neural network model to forecast the number of eviction filings for each census tract. However, it assumes that the historical eviction filing data is available for the target region, but this assumption does not necessarily hold at the national scale. In contrast, in this paper, we rely on publicly available datasets that cover all census tracts across USA (namely, satellite imagery and the American Community Survey data)\(^2\).

Another line of research takes advantage of imagery data and variants of Convolutional Neural Network (CNN) models [22] to predict factors related to poverty and human development. In particular, some prior work focused on predicting poverty from satellite imagery in the face of sparsely labeled data [19, 46], and to tackle this issue, they proposed to incorporate night-time light intensity as a proxy for poverty during training. However, a subsequent study [16] showed that this methodology does not necessarily generalize to predicting some other human development factors (such as access to water and average child weight-to-height percentile). Additionally, some studies used computer vision approaches (such as object detection techniques [2, 3], panoptic image segmentation [23], and CNN-based neural networks [18, 48]) for predicting poverty and/or other development indicators from imagery data. However, relying on a supervised learning paradigm, all these studies trained their models on a dataset consisting of ground-truth labels. In contrast, this paper proposes a framework for predicting eviction filing hotspots without access to ground-truth labels; instead, it addresses the lack of labeled training data by leveraging

\(^1\)https://childpovertyactionlab.org

\(^2\)https://www.census.gov/programs-surveys/acs/data.html
3 A PROBLEM STATEMENT

In this section, we provide a formal definition of the problem of identifying eviction filing hotspots in US counties. Intuitively, eviction filing hotspots of a county $c$ over a period of $m$ years refer to the census tracts $3$ (in that county $c$) which “consistently have high contributions” to the total eviction filings in $c$ during a period of $m$ years.

More formally, we define top-$k$% eviction filing hotspots of a county $c$ over a period of $m$ years as follows. Suppose that $c$ has $n$ census tracts, and $E^c_t$ denotes the total number of eviction filings in the $t^{th}$ census tract of $c$ in year $t$ ($t \in \{1, ..., m\}$) after sorting census tracts of $c$ in the descending order of their number of eviction filings in year $t$. Additionally, let $S^c_t$ refer to the largest set of census tracts (in descending order) whose combined number of eviction filings is less than or equal to $k\%$ of the total number of filings in $c$ in year $t$ (i.e., $\sum_{t'=1}^{m} E^c_{t'} \leq \frac{k}{100} \times \sum_{t'=1}^{m} E^c_{t'}$). Please note that we add census tracts to $S^c_t$ in decreasing order of the number of eviction filings. Then, the top-$k$% eviction filing hotspots of $c$ over a period of $m$ years are defined as the set $\cap_{t=1}^{m} S^c_t$ such that $|\cap_{t=1}^{m} S^c_t| \approx \frac{k C_{\text{count}}} {100}$. In this definition, $k$ and $m$ are considered to be fixed (defined by stakeholders) and $d$ is chosen to be the largest number such that $|\cap_{t=1}^{m} S^c_t| \leq \frac{k C_{\text{count}}} {100}$. Note that these conditions can be satisfied with fractional values of $d$ and $k$.

Finally, we formulate the problem of identifying top-$k$% eviction filing hotspots as a binary classification problem, in which the ultimate goal is to predict if a census tract belongs to the top-$k$% eviction filing hotspots of its county (i.e., positive label) or not (i.e., negative label). In this paper, we propose an ML model that takes the satellite images of a census tract $(x_1^{\text{tract}}, x_2^{\text{tract}}, ..., x_m^{\text{tract}})$ and its county $(\text{count}, \text{county})$ as input and outputs a prediction for the binary variable of interest. To assess the effectiveness of the proposed model for this problem domain, we experiment with different values of $k$ in Section 6.

4 DATASETS

In this study, we use three datasets: (i) American Community Survey data, (ii) Satellite imagery, and (iii) Eviction filing records.

4.1 American Community Survey (ACS)

ACS data$3$ contains various pieces of information on demographic characteristics, housing characteristics, work status, and poverty status in the past 12 months. This dataset is published by the U.S. Census Bureau annually, but with delay of about two years. We use ACS 5-Year Experimental Estimates in this work as it provides annual statistics for all census tracts in the U.S. Note that we only use the ACS data to generate weakly supervised labels for our satellite imagery training datasets, which we describe next.

4.2 Satellite Imagery

We use Sentinel imagery$4$, which provides a bird’s eye view of the environment with spatial and temporal resolutions of 10 meters and 10 days, respectively. For each census tract, we crawl one image corresponding to the bounding box of that tract (i.e., the minimum rectangle surrounding the polygon of that census tract). Further, for each image, we generate a mask matrix to be able to distinguish the pixels that fall inside that census tract (i.e., valid pixels) from the other ones (i.e., invalid pixels).

4.3 Eviction Filing Records

Through our collaboration with CPAL, we also have access to all historical ground-truth eviction filing records collected from Dallas County, TX since 2017. As part of its operations, CPAL gets daily updates regarding new eviction filing records across Dallas County on business days. Each record contains information about the eviction filing time, tenant’s address (i.e., latitude and longitude), names of both parties (i.e., landlord and tenant), etc. However, this data does not have the court’s decision about each eviction case. Please note that while this dataset on eviction filing records is available for Dallas County (through our collaboration with CPAL), getting similar datasets from other US counties is very challenging, if not impossible.

Since we want a generalizable ML model that can predict eviction filing hotspots across all US counties (not just Dallas County), we do not use this dataset to train our ML model. Instead, we only use this source of data for evaluating the performance of WARNER.

5 THE PROPOSED FRAMEWORK: WARNER

We propose a weakly-supervised framework to address the problem of predicting eviction filing hotspots from satellite imagery in the face of a lack of ground-truth eviction filing data. Figure 2 illustrates the architecture of WARNER, which is composed of two components: (i) a label generation model that generates probabilistic labels for a subset of an unlabeled satellite imagery dataset by leveraging insights from prior work in sociology as well as the ACS data, and (ii) a hotspot prediction model that predicts eviction filing hotspots from satellite imagery (along with the generated labels) using a neural network model. In the following subsections, we elaborate on the architecture of each component.

5.1 The Label Generation Model

As the first step toward predicting eviction filing hotspots, we build an ML model that uses sociological insights along with the ACS data (as input) to generate labels for our satellite imagery training dataset. In fact, the following steps are taken: (i) we survey past literature in sociology to find several factors that are highly associated with eviction. (ii) Then, we define one labeling function (LF)$5$ for each associated factor; i.e., a labeling function labels each data point based on the value of the underlying associated factor. (iii) Finally, we use a weak supervision framework via Snorkel$[38]$ to combine the results of various labeling functions; i.e., since each data point might be labeled by several labeling functions, we use Snorkel to

---

$3$A census tract refers to a sub-division of a county and is usually used for national surveys.

$4$https://sentinel.esa.int/web/sentinel/missions/sentinel-2

$5$A labeling function is a piece of code that takes a data point (i.e., census tract) as input and assigns a label (positive, negative, or abstain for binary classification) using some rules (or heuristics, etc.).
convert that set of potentially noisy labels into one probabilistic label. The following paragraphs provide further details regarding each step.

Sociological Insights. To mitigate the eviction crisis, sociologists and social work scientists have been studying various aspects of the eviction crisis and housing instability. As a result, they have discovered several data-driven insights; for example, they found a high level of association between the risk of eviction and some demographic and financial characteristics of renters (and neighborhoods) [10, 36, 40]. However, these studies rely on datasets collected through conducting in-person surveys from a relatively small population, and thus, their datasets and studied features are not available as-is for all U.S. census tracts. To tackle this challenge, we use the ACS dataset, which consists of various demographic, financial, and housing characteristics at the census tract level (across the entire U.S.). Next, we review prior work in sociology to find a set of factors associated with eviction and housing instability [4, 10, 13, 36, 40].

For each associated factor, we try to locate that factor among the set of features present in the ACS dataset. If an associated factor is not found as-is in the ACS dataset, an ACS feature that is semantically close to that factor is selected, instead. Note that in spite of their association with eviction, some neighborhood-level characteristics (such as past eviction rate) [10] and social network properties (such as network disadvantage) [10] are not considered in this study because they are not gathered in the nationwide ACS dataset. As a result of taking these steps, we successfully locate nine associated factors (as reported in prior sociology literature) in the ACS dataset (similar to [41]), and these nine factors form the basis of our label generation model.

Table 1 provides the definition of these nine associated factors that were located in the ACS dataset. Each of the selected factors is shown to have some sort of association with eviction. For example, while job loss, and hence, zero income (LF#2) tend to increase the risk of eviction [10, 40], being employed (LF#9) has shown to be a protective factor for housing instability [36]. Additionally, most low-income renting families reportedly spend a considerable amount of their income on housing expenses; in fact, about 70% of them devote most of their earnings on housing expenses [13].

Accordingly, we include LF#3 in our feature set. Furthermore, individuals with educational attainment of less than high school (LF#4) tend to be at higher risk of eviction [40], whereas having higher level of education (LFs #5, #6, and #7) tends to be associated with a lower likelihood of housing instability [4]. Intuitively, census tracts with higher numbers of renter-inhabited housing units (LF#1) tend to have high contributions to the county’s total evictions. Finally, recipients of public assistance (LF#8) are found to be at lower risk of housing instability [4, 36]. Please note that, due to the potential ethical implications of labeling data points only based on some protected characteristics (such as gender, race, and age), we did not utilize such factors for defining labeling functions. Next, we describe how we use this set of associated factors to generate probabilistic labels for an unlabeled dataset.

Design of Labeling Functions. Although prior work distinguishes between protective and risk factors for eviction, no rule has been defined for identifying a concerning level of eviction (or eviction filing) risk from the value of an associated factor. In this paper, we propose a novel approach to design such rules that mainly relies on (i) the shape of the probability distribution of the selected ACS features, (ii) whether the underlying factor is found to be a risk factor or a protective factor, (iii) the value of k (i.e., the desired percentage of hotspots in a county), and (iv) the characteristics of the county of each census tract. In the following paragraphs, we elaborate on the role of the aforementioned criteria in the design of our labeling functions.

We define a labeling function for each of our nine associated factors (as shown in Table 1) separately. Each of these labeling functions can abstain from providing labels for a data point if it is highly uncertain about the label of that data point. To this end, we analyze the probability distributions of our nine factors in each county separately, and find out that all distributions are right-skewed (similar to Figure 1), where the distribution’s right tail is longer than its tail on the left side. Therefore, the data points that fall on the left hand side of the probability distribution look somewhat similar to each other with respect to that selected factor. This piece of evidence has motivated us to design labeling functions that abstain from labeling the data points that fall on the left hand side.

Next, we need to decide on the polarity of each labeling function, which refers to the type of labels that it can assign (e.g., in a binary classification problem, the polarity can be any of the following:

<table>
<thead>
<tr>
<th>LF#</th>
<th>Explanation of the Underlying ACS Feature</th>
<th>Polarity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td># of housing units occupied by renters</td>
<td>Positive</td>
</tr>
<tr>
<td>2</td>
<td># of renter-occupied units whose householder has zero or negative earnings in the previous 12 months</td>
<td>Positive</td>
</tr>
<tr>
<td>3</td>
<td># of renter-occupied units, with monthly housing costs ≥ (0.3×income)</td>
<td>Positive</td>
</tr>
<tr>
<td>4</td>
<td># of renter-occupied units whose householder’s level of education is less than high school</td>
<td>Positive</td>
</tr>
<tr>
<td>5</td>
<td>% of renter-occupied units whose householder is a high school graduate (or equivalent)</td>
<td>Negative</td>
</tr>
<tr>
<td>6</td>
<td>% of renter-occupied units whose householder has a college or associate’s degree</td>
<td>Negative</td>
</tr>
<tr>
<td>7</td>
<td>% of renter-occupied units whose householder has at least a bachelor degree</td>
<td>Negative</td>
</tr>
<tr>
<td>8</td>
<td>% of families below poverty line who get paid SSI or cash public assistance income</td>
<td>Negative</td>
</tr>
<tr>
<td>9</td>
<td>% of full-time workers with some earnings</td>
<td>Negative</td>
</tr>
</tbody>
</table>
The proposed approach for defining labeling functions.

Figure 1: The proposed approach for defining labeling functions.

Positive, Negative, or (Positive, Negative). The polarity of each labeling function is defined as follows: A labeling function corresponding to a risk factor only assigns positive labels, and similarly, the one corresponding to a protective factor only assigns negative labels. We made this decision because when a factor is known to be a risk factor (resp. protective factor) for the prevalence of eviction, it is positively correlated with the higher (resp. lower) number of eviction. Thus, a larger (resp. smaller) value of this factor provides a signal on a larger (resp. smaller) number of evictions and eviction filings in that region. The polarity of our labeling functions are given in Table 1.

Furthermore, we need to specify the exact value of the threshold (shown in Figure 1) to complete the definition of our labeling functions. Since we want to find the top-k% hotspots of each county and both high precision and recall are equally important in this domain, the threshold for factor $f$ and county $c$ is defined as the $k\times n^{th}$ largest value of that factor among census tracts in county $c$, where $n$ refers to the total number of census tracts in county $c$. As a result, each labeling function labels about k% of data points. Figure 1 summarizes our schema for defining labeling functions. Next, we explain how to integrate these noisy signals to assign (at most) one probabilistic label to each data point.

**Probabilistic Label Generation.** Each labeling function provides a signal, with unknown accuracy, regarding the label of each data point. Now, we need to integrate those signals to generate (at most) one label per data point. One simple approach is to take the majority vote, however, due to some potential correlations between selected factors, majority voting might result in the “double counting” issue [37]. Therefore, we use Snorkel [38] to integrate the outputs of our labeling functions. To produce a probabilistic label, Snorkel learns a generative model (over labeling functions) that (i) models the correlations between labeling functions, and (ii) estimates their accuracy (through examining the overlaps/conflicts in their output) during learning [38]. Please note that this step is done in an unsupervised manner and Snorkel does not utilize any ground-truth labels for integrating the outputs of labeling functions. In section 6.3, we evaluate the gain of employing Snorkel rather than the majority voting approach.

Although the proposed labeling approach is suitable (i.e., fast, easy to compute, and inexpensive) for creating a labeled training set from a large unlabeled dataset, it has two weaknesses that limit its usability for identifying eviction filing hotspots directly: (i) It does not necessarily label all data points (i.e., census tracts) because the underlying labeling functions refrain from labeling a data point if they are highly uncertain (i.e., the total coverage is associated with the value of $k$). (ii) The algorithm relies on the ACS data, which is released with a delay of about two years, and hence, it cannot be used for monitoring the most recent situation as the input of the model is not available for the past two years. Next, we propose a neural network model that can label all data points using satellite imagery, which is available at a high temporal resolution.

5.2 The Hotspot Prediction Model

In this section, first, we explain our rationale for choosing satellite imagery as input. Then, we describe the architecture of our proposed neural network model that aims at identifying top-k% eviction filing hotspots from satellite imagery.

**Rationale for the Use of Satellite Imagery.** We choose satellite imagery as the input of our model mainly because of three reasons: (i) Past literature [24, 25] has shown that urban poverty can be identified using satellite imagery (e.g., urban trees provide useful signals for identifying income inequalities, and distinguishing poor neighborhoods from the rich ones [30, 49]), and given the strong association between eviction and poverty, we believe that satellite imagery would be a suitable source of data for identifying eviction filing hotspots at the census tract level as well. (ii) We hope that our neural network model can identify signs of gentrification, which has been shown to be associated with eviction, from satellite imagery [7, 29, 31]. (iii) Satellite imagery is available at high spatial (~10 meters) and temporal (~10 days) resolutions, which makes it an appropriate source of data for monitoring eviction filing hotspots in a timely manner.

**The Neural Network Model.** We now describe the architecture of our hotspot prediction model (the component on the left-hand side of Figure 2). The model takes the satellite images of a census tract and its county (as well as the mask matrices) as input and predicts whether that census tract is among the top-k% hotspots of that county or not. This neural network model extends the idea behind the ResNet model [15], while considering the challenges and characteristics of this problem domain. In the following paragraphs, we elaborate on these challenges and how they are addressed in this model.

The first challenge is that different census tracts have various shapes and sizes, and hence, input images can have various sizes. To address this challenge, we take the following steps: (i) We set the width (and height) of each satellite image to the third quartile of the width (and height) of all satellite images, (ii) We build a mask matrix for each image to distinguish valid pixels from invalid ones, and (iii) We incorporate Partial Convolutional Layer [26, 27] into our instance of ResNet (Partial ResNet) to make sure that the result of convolution in each layer only depends on the valid pixels. Partial ResNet mainly consists of three residual blocks whose parameters are the same as the first three residual blocks in ResNet-18. Please note that the kernel initializer for all partial convolutional layers is set to be normal [14].

Furthermore, as the hotspots are defined with respect to each county, the neural network should consider the characteristics of
that county in the prediction process. To this end, we employ the feature concatenation approach [1]; i.e., we apply a CNN model (i.e., CNNcounty) on the satellite images of a county and concatenate extracted features (i.e., the output of FC1) with the output of our Partial ResNet model. CNNcounty applies a partial convolutional layer with 4 filters on each input image of a county, concatenates their outputs, and then, employs three partial convolutional layers with 16, 32, and 64 filters (respectively). The kernel size for all partial convolutional layers in CNNcounty is set to (7 × 7). Also, FC1 and FC2 (represented in Figure 2) are fully-connected layers with 64 and 128 neurons (respectively) and the ReLU activation function.

Finally, since the generated probabilistic labels could be noisy, we consider two loss functions in our experiments: (i) the binary cross-entropy loss function (Equation 1), which is commonly used under a small noise rate, and (ii) the Active Passive Loss (APL) (Equation 2), which has been shown to be highly effective under a large noise rate [28]. APL is defined as the sum of Normalized Cross Entropy (the left term in Equation 2) and Reverse Cross Entropy [45] (the right term in Equation 2). In the following equations, \( p \) refers to the output probability of the neural network classifier and \( q \) denotes the ground-truth.

\[
- \sum_{k=0}^{1} (q(k|x) \times \log p(k|x)) \tag{1}
\]

\[
\frac{-\sum_{k=0}^{1} q(k|x) \log p(k|x)}{-\sum_{j=0}^{1} \sum_{k=0}^{1} q(j|x) \log p(k|x)} - \sum_{k=0}^{1} (p(k|x) \times \log q(k|x)) \tag{2}
\]

### 6 EXPERIMENTS

In this section, we first describe the set-up and data preparation process. Then, we provide an empirical evaluation of the performance of our label generation approach. Finally, we conduct a comparison between the accuracy of WARNER and various baselines and assess the contributions of various components of WARNER on its performance.

#### 6.1 Experimental Set-up

We implemented our codes in Python and used the following packages/libraries: keras (v. 2.7.0), tensorflow (v. 2.7.0), pandas (v. 1.1.5), numpy (v. 1.19.5), and scikit-learn (v. 1.0.2). The maximum number of epochs is 100 and the early stopping technique [35] is used to stop the training process once the loss value on the validation set does not degrade after ten epochs. Our code and further hyper-parameters are available at https://github.com/maryam-tabar/WARNER.

In our experiments, we utilize Adam [20] with a learning rate of \( 2 \times 10^{-4} \), \( \beta_1 \) of 0.9, and \( \beta_2 \) of 0.999 as the optimizer for training the neural network models. Also, the number of epochs is 100 and the early stopping technique [35] is used to stop the training process once the loss value on the validation set does not degrade after ten epochs. Our code and further hyper-parameters are available at https://github.com/maryam-tabar/WARNER.

#### 6.2 Data Preparation

We now explain our data preparation process. For each census tract (and county), we consider the median of the three least cloudy satellite images collected from the beginning of June to the end of July of a year\(^7\) as the satellite image of that census tract (and county) in that year. Then, we convert the value of each pixel into the range of [0, 1].

Additionally, to prepare the eviction filing records of Dallas county (for which we have ground-truth labels), we take three main steps. First, following [11, 41], we exclude the eviction cases filed against business defendants and remove duplicates. Then, for each census tract, we calculate the number of eviction records in each year (Dallas has 529 census tracts). Finally, the data is split into the ratio of 60:20:20 while keeping the class distribution among training, validation, and test sets.

#### 6.3 Evaluation of Generated Labels

In this section, we evaluate the accuracy of the generated labels (under various conditions) by comparing them to the ground-truth labels available for Dallas county, TX. Table 2 compares the performance of our label generation approach against the majority voting technique with different choices of \( k \) (\( k \in \{5, 10, 15\} \)) and training regions. We make the best performance bold and report the percentage of increase (in the predictive performance) achieved by employing WARNER (in the best case) compared to the majority voting approach in the last row (i.e., Gain). Please note that all performance metrics are computed on the subset of test set (i.e., the testing portion of Dallas data) labeled by all models. In our experiments, the set of data points labeled by our model is a super-set of the set of data points labeled by majority voting.

\[^7\]We use the satellite images taken in summer because, over that period of time, the climate condition seems to be suitable across the USA for taking clear images.
Table 2: A comparison between the performance of our label generation model and majority voting.

<table>
<thead>
<tr>
<th>Model</th>
<th>Training Region</th>
<th>$k = 5$</th>
<th>$k = 10$</th>
<th>$k = 15$</th>
<th>Avg. ($k \in {5, 10, 15}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>F1</td>
<td>AUC</td>
<td>F1</td>
<td>AUC</td>
</tr>
<tr>
<td>Majority Vote</td>
<td>--</td>
<td>0.307</td>
<td>0.690</td>
<td>0.538</td>
<td>0.809</td>
</tr>
<tr>
<td>WARNER</td>
<td>Dallas County, TX</td>
<td>0.307</td>
<td>0.851</td>
<td><strong>0.666</strong></td>
<td>0.914</td>
</tr>
<tr>
<td>WARNER</td>
<td>Other counties in TX</td>
<td><strong>0.666</strong></td>
<td><strong>0.886</strong></td>
<td>0.533</td>
<td>0.943</td>
</tr>
<tr>
<td>Gain (%)</td>
<td></td>
<td>116.9%</td>
<td>28.4%</td>
<td>23.7%</td>
<td>16.5%</td>
</tr>
</tbody>
</table>

According to the results, on average, the majority voting approach (which does not involve learning an ML-based model) achieves an AUC of 0.711, which could be an indicator of the good quality of our labeling functions. Further, in general, employing Snorkel leads to a considerable improvement against majority voting. In fact, on average, our model outperforms the majority voting approach by 21.8% in terms of AUC, which shows the value of employing Snorkel (compared to taking the majority vote) for integrating outputs of our labeling functions.

Additionally, we do a cross-region test to investigate the generalizability of our label generation approach; i.e., we train our model on the unlabeled data of other counties in TX (i.e., all Texas counties except Dallas County), and then, evaluate its performance on the testing portion of the Dallas data. As a result, it achieves an AUC of 0.866 (on average), which is higher than the average AUC of the model being trained on the training portion of Dallas data (i.e., 0.843). This shows that our label generation approach could be generalized to different counties within USA.

Finally, in spite of the high accuracy with different choices of $k$, the coverage of this label generation approach can change with the value of $k$ (as the coverage of the underlying labeling functions changes with $k$); e.g., in total, about 77%, 59%, and 35% of data points are labeled by at least one labeling function when $k$ is equal to 15, 10, and 5, respectively. However, a low coverage does not result in a serious issue in our problem domain because unlabeled data can be collected easily.

6.4 Evaluation of the Hotspot Prediction Model

We conduct three sets of experiments to assess the effectiveness of WARNER for the task of top-k% hotspot prediction. First, we conduct a comparison between the accuracy of WARNER and several strong deep learning-based baseline models. Then, we investigate the impact of WARNER’s components on the value of different performance metrics. Finally, we evaluate the potential of WARNER trained for a specific $k$ (e.g., $k = 10$) to be generalized (easily) to other values of $k$ (e.g., $k \in \{5, 15\}$).

Comparison with Baseline Models. In this set of experiments, we consider the following three baseline models: (i) A Convolutional Neural Network (CNN) model with four convolutional layers, (ii) Partial-CNN that incorporates partial convolutional layers [26] into the CNN model, instead of the standard convolutional layer, and (iii) ResNet-18 [15] which is a residual network with 18 layers. While CNN and ResNet-18 take the masked satellite images as input, Partial-CNN takes satellite images and mask matrices as separate inputs as it can distinguish valid and invalid pixels. Further, the binary cross-entropy loss function is utilized for training all neural models and evaluated on the testing portion of the Dallas data (in the next section, we compare the effectiveness of cross-entropy with that of APL in our problem domain).

Table 3 shows the performance of WARNER and the aforementioned baselines for $k \in \{5, 10, 15\}$. The first three rows show the performance of baseline models being trained on the ground-truth data of Dallas County in a fully-supervised manner. In addition, the fourth and fifth rows represent the performance of Partial-CNN and WARNER (respectively) being trained on the labels that our label generation approach produced for the data of other counties in Texas. According to the results, WARNER outperforms the best-performing fully-supervised model (i.e., Partial-CNN) by 36.0% and 1.4% (on average) in terms of F1 and AUC, respectively. Therefore, although WARNER has not seen any data from Dallas County during the training phase, it works better than the best-performing fully-supervised baseline model trained on the training portion of the Dallas data, which has ground-truth labels.

Further, we observe higher improvements when training WARNER and the best-performing baseline model (i.e., Partial-CNN) on the same training dataset. In fact, the results of training both WARNER and Partial-CNN on the data of other counties in TX (with generated labels) show that WARNER outperforms Partial-CNN by 86.8% and 8.7% (on average) in terms of F1 and AUC, respectively. Further, the performance of Partial-CNN decreases significantly (by 27.2% and 6.7% in F1 and AUC, respectively) when being trained on the data of other counties and evaluated on the testing portion of Dallas data. This observation could show the impact of considering the satellite imagery of a county in the decision-making process because different characteristics of various counties could mislead the network.

Additionally, comparing the accuracy of fully-supervised baselines, we see that incorporating partial convolutional layers into CNN improves F1 and AUC by 37.3% and 7.9% (on average), respectively. Also, employing residual learning with a deeper network (i.e., ResNet-18) leads to 2.0% and 6.9% improvement (on average) in terms of F1 and AUC, respectively.

Finally, we note that almost all deep learning-based models have an AUC of over 0.6 in the task of predicting top-5% hotspots (with significantly imbalanced dataset), which could show the models’ capability in distinguishing positive samples from the negative ones. However, achieving a high F1 (which is calculated using the threshold of 0.5 on the predicted probability of belonging to the
positive class) is an extremely difficult task in this case and we plan to address that in our future research.

**Ablation Study.** We now investigate the effect of various components on the overall accuracy of WARNER. Table 4 shows the outcome of ablation study on WARNER while assuming \( k = 10 \). According to the results, replacing partial convolutional layers with the standard convolutional layers (i.e., WARNER-w-Conv) results in 20.2% and 9.0% decrease in F1 and AUC, respectively. This observation suggests that simply masking the invalid pixels could pose significant challenges to the learning process of our neural network.

Further, we compare the suitability of feature concatenation approach with that of a recent condition approach called Feature-wise Linear Modulation (FiLM) method [34]. In fact, three common approaches have been usually used for incorporating multiple signals into a model [1]: input concatenation, feature concatenation, and conditioning layer. As the size of county images differ a lot from the size of census tract images, input concatenation is not an appropriate choice in our case. However, we tried a conditioning layer approach (i.e., WARNER-w-FiLMLayer) called Feature-wise Linear Modulation (FiLM) [34]. WARNER-w-FiLMLayer takes the following steps: (i) for the \( i \)th census tract, it extracts two sets of features (i.e., \( a_{i,m}^j \) and \( b_{i,m}^j \)) from the output of FC \( 1 \) through applying linear layers, and then (ii) use them to influence the \( m \)th feature map of the \( j \)'th convolution layer \( f_{j,m}^i \) in the Partial ResNet via the feature-wise affine transformation given in Equation 3 [34]. According to the results, in our problem domain, employing FiLM leads to 22.0% and 14.5% decrease in F1 and AUC, respectively. Thus, the use of a concatenation layer seems to be a more appropriate choice.

\[
F_{i,m}^j(a_{i,m}^j, b_{i,m}^j) = a_{i,m}^j \times f_{i,m}^j + b_{i,m}^j \tag{3}
\]

Additionally, comparing the performance of WARNER with that of WARNER-w-APLLoss shows that incorporating either of the two mentioned loss functions, i.e., cross-entropy and APL, results in a similar predictive performance. Finally, to evaluate the value of our label generation approach in the WARNER framework, we replace it with a naive label generation approach and train our neural network model on this newly labeled data. This naive approach works as follows: A census tract is among top-k% hotspot if it shows up among the top-k% census tracts of its county in terms of the total population. The experimental results show that, the use of this naive label generation approach, i.e., WARNER-w-NaiveLabel, leads to 31.0% and 14.1% decrease in F1 and AUC, respectively. This observation shows the key role of our label generation approach in the WARNER’s architecture for building a more accurate eviction filing hotspot prediction model.

**Generalizability of WARNER to Various Values of k.** In our previous experiments, we trained a separate model for each value of \( k \) because the task changes with the value of \( k \); i.e., if \( k_1 \neq k_2 \rightarrow p(y_k=k_1|x) \neq p(y_k=k_2|x) \) (in this formula, \( y_k \) shows the binary label of interest for different values of \( k \)). However, training a separate model for each \( k \) of interest could be time-consuming. To tackle this challenge, we propose to use a transfer learning approach [50] to be able to easily transfer knowledge from a single pre-trained WARNER to the target task. The transfer learning algorithm works as follows: First, we train a single model for a specific value of \( k \). Then, we freeze all weight matrices, except the parameters of the last two layers (as a result of freezing, the knowledge can be transferred to the target task). Finally, we fine-tune the parameters of the last two layers using the training data of the target task.

Table 5 represents the results of fine-tuning a WARNER model trained with \( k = 10 \) (i.e., source task) to the target tasks of top-5% hotspot prediction and top-15% hotspot prediction (please note that the results of training a separate WARNER for each target task are given in parenthesis). This table shows that employing the aforementioned transfer learning approach leads to comparable results. Thus, we can easily transfer knowledge from a pre-trained WARNER model (trained with \( k = 10 \), for example) to the task of top-k% hotspot prediction with various values of \( k' \) (e.g., \( k' \in \{5, 15\} \) in our experiments).

**7 REAL-WORLD USAGE OF WARNER**

One possible use case for WARNER is to help NGOs, policymakers, and/or federal agencies improve their resource allocation plans to enhance housing stability. In fact, various rental assistance programs (like Emergency Rental Assistance Program (ERAP) [33]) are being implemented to assist high-need renters. While being
Table 5: An evaluation of the generalizability of a pre-trained WARNER (with $k = 10$) to the task of top-$k'$ hotspot prediction ($k' \in \{5, 15\}$).

<table>
<thead>
<tr>
<th>$k'$</th>
<th>F1 (original)</th>
<th>AUC (original)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.000 (0.083)</td>
<td>0.676 (0.650)</td>
</tr>
<tr>
<td>15</td>
<td>0.181 (0.250)</td>
<td>0.590 (0.607)</td>
</tr>
</tbody>
</table>

available nationwide, a big variability has been observed in the utilization of those financial resources across the USA; e.g., some regions have sent back part of the funding to the government as it was too much money for those regions [32]. One important reason for this issue could be the limited understanding of the distribution of eviction filings at the local level, which, in turn, results from some infrastructure/resource limitations that hinder the collection of eviction filing records across the USA. As a result, in the absence of ground-truth eviction filing data, WARNER could serve as an ML-based assistant for informing actions across the USA. In other words, WARNER’s predictions can be visualized as a map of hotspots similar to Figure 3. Figure 3 represents WARNER’s prediction of the top $10\%$ hotspots (shown in red) across Texas over a period of three years (from 2017 to 2019). Such a heatmap could assist NGOs and policymakers in (i) monitoring eviction filing hotspots over a period of time, (ii) identifying high-need areas, particularly hidden hotspots (i.e., actual hotspots from where no/limited reports have been received due to the aforementioned obstacles to data acquisition), and hence, (iii) distribute resources and funding more efficiently.

As an step toward making a broader impact in the real world, we also reached out to domain experts working for mitigating housing problems in southeast Texas, where robust court records are not accessible at the census tract level due to the existing obstacles to data acquisition. More specifically, we reached out to subject matter experts at Texas Housers, which is a non-profit organization attempting to advance low-income housing policies and tackling housing issues. Regarding the potential benefits of eviction data tools for mitigating the eviction crisis, Ben Martin, who is a senior research analyst (at Texas Housers), mentioned that:

"Eviction data tools are like the smoke that help us find the fire, and once we find the fire we can figure out what tools and resources to use to mitigate the problem."

He also described the importance of monitoring the eviction-related situation when eviction data is out of reach. Further, he provided more details on the contributions of such tools to improving the existing eviction diversion programs and related policies as follows.

![Figure 3: The WARNER's prediction regarding the top-10% eviction filing hotspots over a period of three years (from 2017 to 2019) across Texas. Hotspots and non-hotspots are shown with the red and gray colors, respectively.](image)

"Eviction data tools can contribute to these programs by, for instance, setting a baseline of need. Or, for a statewide ERA program, eviction data tools could help administrators identify areas of high need for targeted outreach."

The results of this discussion confirms (1) the significance such ML-based tools for improving the existing eviction mitigation plans in the absence of eviction filing records (across a large region), and hence, (2) their high potential for making significant social impacts in the field. Moreover, through this network of domain experts, we hope that we can assess the effectiveness of the proposed methodology in the field in the near future.

8 CONCLUSION

This paper proposed WARNER, which is a weakly-supervised ML-based framework for identifying eviction filing hotspots in US counties from satellite imagery in the absence of court records. In fact, first, we proposed a label generation approach that leverages sociological insights on the eviction crisis to label an unlaabeled training dataset of satellite imagery. Then, relying on those generated labels, we built a neural network model for predicting eviction filing hospots from satellite imagery. To assess the performance of WARNER, we conducted various experiments using eviction filing data of Dallas County, TX. The experimental results show the suitability of the proposed label generation approach for this problem domain. Furthermore, WARNER outperforms multiple strong (fully-supervised) baseline models and its superior accuracy could be generalized to various counties within the US. In the absence of eviction filing records, the data-driven insights produced by WARNER could assist policymakers in distributing resources more efficiently and improving eviction mitigation programs. In this work, we collaborated with CPAL and it is being assessed by domain experts.
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