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Abstract

Associative inference is an adaptive, constructive process of memory that allows people to link related information to make novel connections. We conducted three online human-subjects experiments investigating participants’ susceptibility to associatively inferred misinformation and its interaction with their cognitive ability and how news articles were presented. In each experiment, participants completed recognition and perceived accuracy rating tasks for the snippets of news articles in a tweet format across two phases. At Phase 1, participants viewed real news only. At Phase 2, participants viewed both real and fake news. Critically, we varied whether the fake news at Phase 2 was inferred from (i.e., associative inference), associated with (i.e., association only), or irrelevant to (i.e., control) the corresponding real news pairs at Phase 1. Both recognition and perceived accuracy results showed that participants in the associative inference condition were more susceptible to fake news than those in the other conditions. Furthermore, hashtags embedded within the tweets made the obtained effects evident only for the participants of higher cognitive ability. Our findings reveal that associative inference can be a basis for individuals’ susceptibility to misinformation, especially for those of higher cognitive ability. We conclude by discussing the implications of our results for understanding and mitigating misinformation on social media platforms.

Introduction

The ubiquitousness of social media platforms and people’s extended use of them for news consumption (Matsa and Shearer 2018) have partially helped bring a proliferation of misinformation (Allcott and Gentzkow 2017, Lazer et al. 2018). The extensive spread of fake news on social media platforms (Vosoughi, Roy, and Aral 2018) can have serious negative impacts on individuals and society, including election manipulation (Rosenberg 2016), spreading false treatments of COVID-19 (Perlow 2020), as well as reducing people’s COVID-19 vaccination intention (Loomba et al. 2021).

Fake news especially becomes “successful” when it could cast doubts on truth or deceive news consumers. Detecting such fake news and preventing its harm, thus, have deep intellectual values as well as broad societal impacts. To help mitigate the negative effects of fake news on social media platforms, we seek to understand cognitive processes that increase people’s susceptibility to remember and believe in misinformation.

Prior studies have examined various cognitive factors impacting people’s false memory of fake news (Loftus 2005). Research has shown that repeated exposure can increase people’s familiarity with misinformation and thus enhance their recollection afterward (Foster et al. 2012). Compared to individuals with higher cognitive ability, those with lower cognitive ability were more likely to remember fake news in agreement with their political stance (Murphy et al. 2019).

The impacts of repetition (Begg, Anas, and Farinacci 1992; Pillai and Fazio 2021) and cognitive ability (Bago, Rand, and Pennycook 2020) have also been evident in people’s misbelief in fake news. People increase their belief in repeated fake headlines even if they were labeled as disputed (Pennycook, Cannon, and Rand 2018; Seo, Xiong, and Lee 2019). Individuals’ cognitive ability levels were negatively correlated with the accuracy ratings of fake news but positively correlated with the accuracy ratings of real news (Pennycook and Rand 2019).

We examine the impact of associative inference, an adaptive, constructive memory process that allows people to link together acquired knowledge (Zeithamova and Preston 2010) or experience (Carpenter and Schacter 2017) that shares a common feature to make novel connections. When one person views false inferences based on associated real news articles (see Figure 1), feelings of familiarity comparable to or stronger than repetition could be created, increasing her or his susceptibility. Different from a piece of fake news that is completely fabricated, associatively inferred misinformation represents a dedicated attempt for deception by leveraging people’s prior knowledge of existing real news.

Few studies have been conducted on people’s susceptibility to associatively inferred fake news (Lee et al. 2020; Xiong et al. 2022). While Xiong et al. found that associative inference could increase participants’ susceptibility to misinformation in the familiarity judgment (i.e., recognition), the existing studies do not provide conclusive results on participants’ misbelief evaluation. We fill the gap in this work.

In addition, using hashtags, prefixed by the # symbol with a keyword or keywords, has become a common tagging method to help social media users associate tweet messages and share certain events or contexts (Bonilla and Rosa 2015; Bruns and Burgess 2011). Potentially, usage of two or more hashtags visually enhances the parts following # (see Figure 1), which may serve as explicit cues to accentuate the retrieval (Murnane and Phelps 1995) of associated pairs and facilitate the associative inference. Xiong et al. (2022) also
Figure 1: An associatively-inferred triad ($AB & BC \rightarrow AC$) of Experiments 1 (EXP1). The top row shows an overlapping, real-news pair ($AB & BC$) of Phase 1, each of which is associated with a piece of fake news ($AC$) of Phase 2 (the bottom row) through a keyword listed as a hashtag.

compared participants’ recognition and perceived accuracy rating of associatively inferred fake news with and without hashtags, but did not find significant differences. Since Xiong et al. [2022] only evaluated one tweet format, we further investigated the impact of hashtags using different presentation modes.

Considering relatively few studies have been conducted on people’s susceptibility to associatively inferred fake news and the inconclusive results on the false belief measure and the impact of hashtags, we address three research questions (RQs).

- **RQ1**: Given a piece of fake news, do participants recognize it more and give higher accuracy rating when it is associatively inferred from real news than otherwise (e.g., association only or irrelevant)?

- **RQ2**: Do participants’ cognitive ability levels impact the effect of associative inference on their susceptibility to misinformation?

- **RQ3**: Do hashtags’ presentation modes have an influence on the effect of associative inference on participants’ susceptibility to misinformation?

We conducted three online human-subject experiments. Each experiment utilized a two-phase setup. In Experiment 1, we examined whether people’s recognition rate and perceived accuracy rating of fake news (Phase 2) depend on how the fake news is associated with real news that they viewed previously (Phase 1) across three conditions: associative inference ($a.Inf$), association only ($a.Only$), and control ($CON$). Between the two phases, participants’ cognitive ability level was evaluated to determine whether it moderates the effects of associative inference. We evaluated the effect of embedded hashtags in Experiment 2 using the same setting as Experiment 1. Experiment 3 was designed to replicate the results of Experiments 1 and 2.

In Experiments 1 and 3a, participants in the $a.Inf$ condition, regardless of their cognitive ability levels, showed higher recognition rate and gave higher accuracy rating for the same fake news at Phase 2 (RQ1 & RQ2). However, when keywords were presented as hashtags and embedded within tweets (Experiments 2 and 3b), the effect of associative inference was only evident for participants of higher cognitive ability (RQ3). Based on our findings, we end the paper by discussing theoretical and practical implications for understanding and mitigating misinformation on social media.

**Related Work**

Misinformation has been defined as an umbrella term to include any information spreading on social media that is false or inaccurate [Wu et al. 2019]. Closely related, Lazer et al. [2018] defined fake news as false or fabricated information written and published to mimic legitimate news media content in form. Given the similar, broad definitions of misinformation and fake news, we use those two terms interchangeably [Lewandowsky and Van Der Linden 2021].

**Associative Inference**

The associative inference is an adaptive process that allows people to link together related information acquired to make novel connections that they have not directly experienced [Zeithamova and Preston 2010]. For example, Carpenter and Schacter [2017] conducted four experiments showing that if participants learned direct associations between two items ($AB$, e.g., a person [A] and a toy [B] in a room) and then learned direct associations that include one member of the previously studied pairs ($BC$, e.g., the toy [B] with a different person [C] in a room). The participants were susceptible to misattribute $AB$ event with $BC$ event or vice versa, suggesting the impact of associative inference (i.e., $AC$).

Lee et al. [2020] conducted a preliminary online study investigating the effect of associative inference on individuals’ susceptibility to fake news. Across two phases, they examined participants’ recognition and perceived accuracy of news (Phase 2) as a function of how those pieces of news are associated with real news that participants viewed before (Phase 1). The association was varied in three between-subjects conditions (i.e., associative inference, with association, and control) across two phases. Participants’ cognitive ability was also measured. Lee et al. only obtained non-significant results, which showed that participants, especially those of higher cognitive ability, tended to give higher perceived accuracy ratings to fake news with associative inference than that without associative inference.

Using the same two-phase procedure, Xiong et al. [2022] conducted two online human-subjects experiments examining the effect of associative inference with a within-subjects design. Critically, each participant viewed three types of news articles (i.e., real, fake, and fake with associative inference) at Phase 2. In both experiments, the participants...
recognized more the fake news with associative inference than that without, indicating their susceptibility to associatively inferred fake news. However, the participants gave the lowest accuracy rating for fake news with associative inference than the other types. The authors further analyzed factors that the participants considered for the accuracy ratings of the fake news with associative inference. They proposed that one possible reason could be the within-subjects design: Each participant saw fake news with and without associative inference, thus her or his awareness of the associative inference was increased. While the increased awareness could have enhanced the relatively intentional control and effortful process of accuracy rating task (e.g., semantic judgment), it had limited impacts on the relatively intuitive and automatic recognition task (e.g., familiarity judgment).

**Cognitive Ability**

Prior studies evaluated participant’s critical thinking ability with the Cognitive Reflection Test (CRT) (Frederick 2005) and found that participants who scored higher on CRT were also better at discerning fake and real news (Bago, Rand, and Pennycook 2020). The Wexler’s has been used to assess people’s cognitive ability in various fields of social science (Malhotra, Krosnick, and Haertel 2007). Recently in the fake news study, Murphy et al. (2019) evaluated participants’ cognitive ability using the Wexler’s and obtained similar findings as using the CRT.

Compared to the CRT, substantially fewer MTurk workers have been previously exposed to the CRT-2 questions (Thomson and Oppenheimer 2016). Lee et al. (2020) and Xiong et al. (2022) evaluated participants’ cognitive ability with the CRT-2 and the Wexler’s. Both studies revealed the impact of participants’ cognitive ability on the perceived accuracy ratings, but in the opposite direction. While participants of higher cognitive ability gave lower perceived accuracy ratings for associatively inferred fake news in Xiong et al., Lee et al. only obtained a nonsignificant trend that participants of higher cognitive ability in the associative inference condition tended to give higher perceived accuracy ratings.

**Effect of Hashtags**

Hashtags are user-created keywords starting with the prefix pound symbol, #, to annotate, categorize and contextualize posts on social media (e.g., Twitter) (Huang, Thornton, and Efthimiadis 2010). Previous studies have investigated the impact of hashtags on people’s susceptibility of misinformation on social media but revealed mixed results. Rho and Mazmanian (2019) examined the impact of political hashtags in posts on Meta via a human-subject online study. They found that participants who saw political posts with hashtags believed more compared to participants who viewed the same posts without hashtags. On the contrary, Xiong et al. (2022) presented keywords of the snippets of real and fake news as hashtags in tweets. The authors compared participants’ recognition rates and accuracy ratings of fake news with hashtags and without hashtags conditions, but did not find any significant differences. While Rho and Mazmanian embedded bold hashtags in the title of news posts, Xiong et al. only presented the gray hashtags at the bottom of the tweets.

**Present Study**

In the following, we present three online human-subject experiments investigating whether participants’ recognition rate and perceived accuracy rating of fake news (Phase 2) depend on how the fake news is associated with real news that they viewed previously (Phase 1). In each experiment, there were three between-subjects conditions: associative inference, association only, and control (see Figure 2). Experiment 1 used a tweet format in which gray hashtags were placed at the bottom (see Figure 1). With the effect of associative inference evident in both recognition and perceived accuracy measures in Experiment 1, Experiment 2 applied another format in which blue-highlighted hashtags were embedded in tweet messages. Surprisingly, we did not obtain the effect of associative inference for either measure. Experiment 3 provided a further investigation of the impact of hashtag presentation on associative inference. We replicated the results of Experiments 1 and 2 in Experiments 3a and 3b, respectively.

**Experiment 1**

Experiment 1 was conducted to investigate RQ1 and RQ2. We anticipated that participants in the associative inference condition would recognize more and give higher accuracy ratings for fake news than those in the other conditions. Awareness of associative inference was expected to be higher for participants with higher cognitive-ability level (Xiong et al. 2022), which should result in the effect of associative inference being more evident for participants with lower cognitive-ability level.

**Method**

**Participants.** For the perceived accuracy rating of fake news, a small effect size of the two-way interaction of cognitive ability × condition, $\eta_p^2 = .019$, was reported (Lee et al. 2020). Power analysis using G*Power 3.1 (Faul et al. 2007) suggested $n = 501$ participants to detect a small effect size.
Table 1: Participants’ demographic information in each experiment. Number in the bracket on the top row indicates the number of participants.

<table>
<thead>
<tr>
<th>Item</th>
<th>Options</th>
<th>EXP1 (718)</th>
<th>EXP2 (740)</th>
<th>EXP3x (788)</th>
<th>EXP3y (788)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td></td>
<td>52.8%</td>
<td>52.0%</td>
<td>51.4%</td>
<td>46.0%</td>
</tr>
<tr>
<td>Female</td>
<td></td>
<td>47.1%</td>
<td>47.6%</td>
<td>48.2%</td>
<td>51.4%</td>
</tr>
<tr>
<td>Other</td>
<td></td>
<td>1.0%</td>
<td>1.0%</td>
<td>1.0%</td>
<td>0.4%</td>
</tr>
<tr>
<td>Prefer not to answer</td>
<td></td>
<td>1.1%</td>
<td>1.1%</td>
<td>1.1%</td>
<td>1.1%</td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18–27</td>
<td></td>
<td>17.8%</td>
<td>17.3%</td>
<td>19.9%</td>
<td>19.7%</td>
</tr>
<tr>
<td>28–37</td>
<td></td>
<td>42.1%</td>
<td>42.8%</td>
<td>41.0%</td>
<td>40.1%</td>
</tr>
<tr>
<td>38–47</td>
<td></td>
<td>18.7%</td>
<td>22.1%</td>
<td>20.9%</td>
<td>20.8%</td>
</tr>
<tr>
<td>48–57</td>
<td></td>
<td>12.1%</td>
<td>11.1%</td>
<td>9.3%</td>
<td>11.1%</td>
</tr>
<tr>
<td>58 or older</td>
<td></td>
<td>9.3%</td>
<td>7.9%</td>
<td>6.7%</td>
<td>8.2%</td>
</tr>
<tr>
<td>Prefer not to answer</td>
<td></td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No high school</td>
<td></td>
<td>0.3%</td>
<td>0.3%</td>
<td>0.3%</td>
<td>0.3%</td>
</tr>
<tr>
<td>High School</td>
<td></td>
<td>8.3%</td>
<td>6.1%</td>
<td>5.5%</td>
<td>8.2%</td>
</tr>
<tr>
<td>College/Bachelor</td>
<td></td>
<td>74.9%</td>
<td>68.8%</td>
<td>68.9%</td>
<td>69.3%</td>
</tr>
<tr>
<td>Professional degree/Masters/Ph.D.</td>
<td>18.5%</td>
<td>24.8%</td>
<td>22.0%</td>
<td>22.2%</td>
<td></td>
</tr>
<tr>
<td>Time on Soc. Media (Per Day)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than 1 hour</td>
<td></td>
<td>96.9%</td>
<td>91.3%</td>
<td>97.4%</td>
<td>91.1%</td>
</tr>
<tr>
<td>Between 1 to 4 hours</td>
<td></td>
<td>44.0%</td>
<td>57.9%</td>
<td>55.3%</td>
<td>49.2%</td>
</tr>
<tr>
<td>Longer than 4 hours</td>
<td></td>
<td>8.2%</td>
<td>10.0%</td>
<td>7.4%</td>
<td>7.4%</td>
</tr>
<tr>
<td>Prefer not to answer</td>
<td></td>
<td>0.3%</td>
<td>0.3%</td>
<td>0.3%</td>
<td>0.3%</td>
</tr>
<tr>
<td>Political Stance</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Liberal</td>
<td></td>
<td>48.3%</td>
<td>38.7%</td>
<td>44.0%</td>
<td>49.5%</td>
</tr>
<tr>
<td>Moderate</td>
<td></td>
<td>22.5%</td>
<td>21.3%</td>
<td>23.9%</td>
<td>24.1%</td>
</tr>
<tr>
<td>Conservative</td>
<td></td>
<td>27.3%</td>
<td>39.8%</td>
<td>32.1%</td>
<td>28.4%</td>
</tr>
<tr>
<td>Prefer not to answer</td>
<td></td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
</tr>
</tbody>
</table>

(Cohen’s $f = 0.14$) of interaction of cognitive ability (lower, higher) × condition (a.Inf, a.Only, CON) with a power of 0.8 [analysis of variances (ANOVA) test, $\alpha = 0.05$].

Considering the relatively less control of online experiments on Amazon Mechanical Turk (MTurk), we recruited 1,200 participants to make the design more powerful. Each MTurk worker was only allowed to participate in one of the experiments. The human intelligent tasks (HITs) were posted with the restrictions to workers who (1) were at least 18 years old; (2) previously completed more than 100 HITs and had a HIT approval rate of at least 95%; and (3) were located in the United States. Participants were excluded if they failed one of the two attention checks [Hauser and Schwarz, 2016]. About 64.1% of the participants passed all attention check questions and completed the study. The median completion time of the experiment was about 12 min. We paid $1.50 for participants who completed the whole study in this and the rest experiments.

After removing duplicate responses and participants who selected “Prefer not to answer” [1], we included 686 participants’ results for the data analysis at Phase 2 and 644 participants’ answers were used for the data analysis at Phase 1. Participants’ demographics are shown in Table 1[2].

Materials. A total of 42 different news were presented. Each news was a snippet from one real or fake news article. Thirty-eight pieces of the news were based on real news articles reported from major news media, including washingtonpost.com, usatoday.com, and foxnews.com. The remaining four pieces of news were based on the fake news that were debunked by the fact-checking website snopes.com.

Each news was designated by two letters (e.g., AB, YC or DE). Each letter, such as A, Y, and D, refers to a unique keyword (e.g., one public figure, an event, or an entity, see Figure [as an example] in the news). Each keyword was also listed after the pound symbols as hashtags in the news. To minimize the impact of source [Visentin, Pizzi, and Pichierno, 2019], we applied an identical Twitter user ID and a blurred profile image for each piece of news. Stimuli in all experiments are shown in the Supplementary Figures S1-S24[3].

Due to the main interest in associative inference, we started the news selection from the four pieces of fake news (i.e., AC) at Phase 2. Across the three conditions, the fake-news triads between the two phases are as follows.

- **a.Inf (AB & BC → AC):** the four pairs of fake-related, real news at Phase 1 were in an AB & BC type such that two keywords of each news overlapped through one common keyword B (e.g., AB: Mitch McConnell [A], Ping May [B]; BC: Ping May [B], cocaine [C]), affording an associative inference for the fake news at Phase 2 (e.g., Mitch McConnell [A], cocaine [C], see Figure [1]).

- **a.Only (AX & YC → AC):** the four pairs of fake-related, real news at Phase 1 were in an AX & YC type, each of which had no overlapped keyword (e.g., Mitch McConnell [A], Climate Change [X], Authorities [Y], and Cocaine [C]). Thus, each piece of real news was only associated with the fake news at Phase 2.

- **CON (DE & FG → AC):** the four pairs of fake-related, real news at Phase 1 were in a DE & FG type. Each pair have neither an overlapped keyword nor was associated with the fake news at Phase 2.

The real-news triads were constructed in the same way as the fake-news triads in the a.Only condition. Since news at Phase 2 was politically related, the news stance was also controlled at each veracity level: half was pro-Republican and the other was pro-Democrat.

Procedure. After participants accepted the HIT on MTurk, they were directed to the online survey designed on Qualtrics. Participants who agreed with the consent form were randomly assigned to one of three conditions (a.Inf, a.Only, CON), the procedure of which was identical.

Phase 1. Eight pairs of real news were presented in a randomized order in each condition. Half of the pairs were related to real news at Phase 2 (i.e., real-related) and the other half were related to fake news at Phase 2 (i.e., fake-related). We also counterbalanced the presentation order of two pieces of news in each pair.

After participants viewed each piece of news, they were asked to answer, “Have you ever seen this before?” with four options (Yes; Unsure; No; and Prefer not to answer) at first. Such recognition task was used to reflect whether participants have been exposed to the news before our study. Then participants answered, “How would you rate the accuracy of this news article?” using a 5-point scale (1: Very inaccurate, 5: Very accurate). For the perceived accuracy ratings, we also provided “Prefer not to answer” as the 6th option.

---

1 We provided instructions asking participants to choose one specified answer to pass the attention check for both recognition and accuracy rating tasks at each phase.

2 The removed duplicate responses were from the same IP addresses. We applied the same criteria for all experiments. Due to space limit, we present the exclusion details of this and the following experiments in Table S1 of the Supplementary Material.

3 http://tiny.cc/Leeetal2023supp
The perceived accuracy rating thus evaluated whether participants were able to identify fake news.

**Between Two Phases.** After Phase 1, participants filled out their demographic information, such as age, gender, and educational background. We also assessed participants’ cognitive ability using the CRT-2 (Thomson and Oppenheimer 2016) and the Wordsum (Wechsler 2008). CRT-2 measured participants’ tendency to overestimate an incorrect “gut” response with four questions. For example, we asked participants, “If you are running a race and you pass the person in the second place, what place are you in?” While the intuitive answer is “first”, the correct answer is “second.” The Wordsum measured participants’ intelligence scale of vocabulary with ten items. Within the test, we showed participants different words in capital letters (e.g., SPACE). Then, we asked participants to choose one word that comes closest to the meaning of the word in capital letters from five options (e.g., captain, school, noon, board, room). Options of “do not know” and “prefer not to answer” were also provided for both tests.

**Phase 2.** After the demographic questionnaire and cognitive ability tests, Phase 2 started, in which we presented eight pieces of news (half fake and half real) in a randomized order. Same as Phase 1, participants completed the recognition and perceived accuracy tasks for each piece of news.

**Post-session Questionnaire.** After Phase 2, we asked participants’ interests in politics and their political ideology. Additionally, we randomly presented one piece of the four fake news at Phase 2 with the perceived accuracy rating that the participant gave and asked the participant to select all factors affecting his/her decision. Seven options (Source; Writing style; Content; Web search results; News presented in Stage 1; News that I saw before this study; Opinions from others) were provided which were presented in a randomized order. We also provided “Other (with text box)” and “Prefer not to answer” as two extra options in the end. To further understand the effect of associative inference, for any participant who chose “News presented in Stage 1” (Stage 1 refers to Phase 1 in the paper), we asked the participant to explain how the “News presented in Stage 1” had influence on his/her decision with an open-ended question.

**Data analysis**

We used the same method to analyze the recognition and perceived accuracy results at Phases 1 and 2 for this and the following experiments. In literature, participants were categorized as of high cognitive ability with eight or more items answered correctly for the Wordsum (Murphy et al. 2019). Participants, on average, got 56.2% of the four items answered correctly for the CRT-2 (Thomson and Oppenheimer 2016). Thus, we chose ten as a cutoff to categorize participants of a higher or lower cognitive-ability-test score for a total of 14 questions of the Wordsum and the CRT-2. We categorized 419 participants who gave ten or more correct answers as having a higher cognitive-ability-test score and the remaining 267 participants as having a lower score. There were 231, 217, and 238 participants in the a.Inf, a.Only, and CON conditions, respectively. The demographics were similar across conditions.

**Phase 1.** Each pair of real news was related to one piece of real or fake news in Phase 2. Thus, we divided news in Phase 1 into two types, real-related and fake-related. Recognition rates and perceived accuracy ratings were entered into 2 (news type: real-related, fake-related) × 3 (condition: a.Inf, a.Only, CON) × 2 (cognitive-ability-test score: lower, higher) mixed ANOVAs with a significance level of .05, respectively. Post-hoc tests with Bonferroni correction were performed, testing all pairwise comparisons with corrected p values for possible inflation. We report the effect size using η² (Keppel 1991), which is reported by SPSS.

**Phase 2.** Recognition rates and perceived accuracy ratings were entered into 2 (news veracity: real, fake) × 3 (condition: a.Inf, a.Only, CON) × 2 (cognitive-ability-test score: lower, higher) mixed ANOVAs with a significance level of .05. Post-hoc analyses were conducted in the similar way to the results of Phase 1. Although we obtained mean values on the perceived accuracy ratings of all news items for each participant in each condition at Phase 2, possible distribution existed among the multiple ratings of the same news item. Thus, we further performed Linear Mixed Effect Regression (LMER) on perceived accuracy ratings at Phase 2 for each experiment with the lme4 package in R (Bates et al. 2011). LMER allows controlling for the random effect for participants without data aggregation (Brauer and Curtin 2018). We intentionally used the same model as ANOVAs for LMERs except that we included random intercepts for participants and news trials. Thus, we could directly compare the results of ANOVAs and LMERs. Following ANOVA results, we report LMER results in square bracket without the effect size [Pennycook et al. 2021], since it is under debate for a single, agreed standardized effect size of LMER (Right and Sterba 2018). We report the degree of freedom with Satterthwaite approximation. In general, ANOVAs and LMERs show similar results. Tables S25 - S28 show the complete results of LMER.

**Thematic Analysis.** We did a thematic analysis (Braun and Clarke 2006) for the answers of open-ended questions. The first two co-authors of this article and two undergraduate students performed the thematic analysis independently at first. Then they discussed the results and finalized the thematic analysis together. Supplementary Table S3 shows the percentage of each factor affecting participants’ perceived accuracy rating decision.

**Results**

The means for the conditions are shown in Figure [3] and the ANOVA values are shown in Table [2].

---

<sup>1</sup>Since there was no strict way to block participants from web search during an online survey, we added “web search results” as one option to understand how many participants used web search during the study. We asked the question at the end of our survey, 6.85% of the participants selected the option.

<sup>2</sup>All independent variables and dependent measures in our experiments are described in Supplementary Table S4.

<sup>3</sup>We provide the complete post-hoc analysis results in the Supplementary Material.
Table 2: Summary table for the statistical result in Experiments 1 and 2. Note. df = degrees of freedom. Bold font indicates statistical significance (p < .05).

| Phase | Effect | Experiment 1 | | Experiment 2 | |
|-------|--------|--------------|----------------|--------------|
|       |        | Recognition | Accuracy | Recognition | Accuracy |
|       |        | df | F | p | % | df | F | p | % | df | F | p | % |
| P1    | news type | 1.638 | 34.18 | 0.000 | 0.001 | 1.638 | 0.056 | 0.683 | 0.001 | 1.647 | 16.67 | 0.000 | 0.024 | 1.647 | 1.901 | 0.167 | 0.003 | 1.901 | 0.167 | 0.003 |
|       | news type * condition | 2.638 | 4.47 | 0.033 | 0.013 | 2.638 | 14.22 | 0.000 | 0.002 | 2.647 | 5.19 | 0.024 | 0.005 | 2.647 | 0.007 | 0.004 | 0.005 | 2.647 | 0.007 | 0.004 |
|       | news type * cognitive ability | 1.638 | 7.16 | 0.000 | 0.004 | 1.638 | 1.59 | 0.208 | 0.002 | 1.647 | 5.19 | 0.024 | 0.005 | 1.647 | 0.007 | 0.004 | 0.005 | 1.647 | 0.007 | 0.004 |
| P2    | news type | 2.638 | 0.39 | 0.70 | 0.001 | 2.638 | 0.95 | 0.388 | 0.003 | 2.647 | 0.06 | 0.945 | 0.000 | 2.647 | 1.41 | 0.246 | 0.004 | 2.647 | 1.41 | 0.246 | 0.004 |
|       | condition | 2.638 | 2.14 | 0.11 | 0.001 | 2.638 | 0.96 | 0.384 | 0.001 | 2.647 | 0.53 | 0.600 | 0.000 | 2.647 | 1.81 | 0.164 | 0.006 | 2.647 | 1.81 | 0.164 | 0.006 |
|       | cognitive ability | 1.638 | 54.01 | 0.000 | 0.007 | 1.638 | 2.44 | 0.119 | 0.004 | 1.647 | 99.59 | 0.000 | 0.129 | 1.647 | 17.46 | 0.000 | 0.096 | 1.647 | 17.46 | 0.000 | 0.096 |
|       | condition * cognitive ability | 2.638 | 0.23 | 0.69 | 0.001 | 2.638 | 1.50 | 0.223 | 0.003 | 2.647 | 0.05 | 0.953 | 0.002 | 2.647 | 0.10 | 0.903 | 0.003 | 2.647 | 0.10 | 0.903 | 0.003 |
|       | news veracity | 1.638 | 5.50 | 0.025 | 0.007 | 1.638 | 2.17 | 0.114 | 0.004 | 2.647 | 0.28 | 0.601 | 0.014 | 2.647 | 1.71 | 0.192 | 0.002 | 2.647 | 1.71 | 0.192 | 0.002 |
|       | news veracity * condition | 2.638 | 3.55 | 0.036 | 0.010 | 2.638 | 5.98 | 0.003 | 0.017 | 2.712 | 1.97 | 0.154 | 0.003 | 2.712 | 1.42 | 0.227 | 0.004 | 2.712 | 1.42 | 0.227 | 0.004 |
|       | news veracity * cognitive ability | 1.638 | 0.97 | 0.53 | 0.001 | 1.638 | 42.58 | 0.000 | 0.006 | 1.712 | 2.24 | 0.115 | 0.003 | 1.712 | 1.19 | 0.317 | 0.001 | 1.712 | 1.19 | 0.317 | 0.001 |
|       | news veracity * condition * cognitive ability | 2.638 | 0.30 | 0.61 | 0.001 | 2.638 | 0.90 | 0.356 | 0.000 | 2.712 | 0.12 | 0.902 | 0.000 | 2.712 | 0.12 | 0.902 | 0.000 | 2.712 | 0.12 | 0.902 | 0.000 |
|       | condition | 2.638 | 0.36 | 0.72 | 0.001 | 2.638 | 1.19 | 0.24 | 0.003 | 2.712 | 0.72 | 0.406 | 0.003 | 2.712 | 0.28 | 0.913 | 0.003 | 2.712 | 0.28 | 0.913 | 0.003 |
|       | cognitive ability | 1.638 | 34.09 | 0.000 | 0.004 | 1.638 | 29.14 | 0.000 | 0.004 | 1.712 | 114.65 | 0.000 | 0.129 | 1.712 | 136.03 | 0.000 | 0.162 | 1.712 | 136.03 | 0.000 | 0.162 |

Figure 3: Average recognition rate (top row) and perceived accuracy rating (bottom row) with standard errors across the three conditions for each news type at Phase 1 (left column) and each news veracity at Phase 2 (right column) of Experiment 1.

Phase 1. Figures 3 and 3 depict the results of Phase 1, which serve as baseline to understand possible differences across the conditions before our key manipulation. Interestingly, participants recognized more fake-related news (19.7%) than real-related news (16.0%), suggesting that fake news might have been based on real news that is more familiar to news consumers. Such a higher recognition rate of the fake-related news was more evident for participants of a higher cognitive-ability-test score (fake-related vs. real-related: 14.3% vs 8.9%) than those of a lower cognitive-ability-test score (fake-related vs. real-related: 25.2% vs 23.1%).

The two-way interaction of news type (2: real-related, fake-related) x condition (3: a.Inf, a.Only, CON) was significant for both recognition rates and the perceived accuracy ratings. For the real-related news, neither recognition nor perceived accuracy measure showed any statistically significant difference across the conditions (see Figures 3 and 3).

In contrast, for the fake-related news, the differences across conditions were evident for both recognition rates and perceived accuracy ratings. Specifically, participants in the a.Only condition recognized more the fake-related news than those in the a.Inf condition (padj = .004), and gave higher accuracy rating in general (p_adj ≤ .023). Such results are essential, which indicate that any higher susceptibility to associatively inferred fake news at Phase 2 is not due to participants’ higher familiarity or more belief in the real-related news.

Phase 2. We presented the same fake and real news to the participants in each condition. Thus, any differences across the conditions would indicate the impacts of key manipulations across Phases 1 and 2.

Participants recognized more fake news (17.8%) than real news (15.7%), but such a main effect of news veracity was condition dependent (F(2,680) = 3.35, p = .036, ηp2 = .010). Post-hoc analysis revealed that only participants in the a.Inf condition recognized more the fake news (18.3%) than the real news (13.0%), F(1,229) = 9.36, p = .002, ηp2 = .039. Thus, the effect of associative inference was evident for the familiarity judgment, which is consistent with prior work (Xiong et al., 2023).

Turning to the accuracy measure (See Figure 3b), participants gave higher ratings for the real news (3.30) than for the fake news (2.61), indicating that they could differentiate the fake news from the real ones. Same as the recognition measure, the two-way interaction of news veracity x condition was also significant (F(2,680) = 3.98, p = .003, ηp2 = .017, F(2,4790) = 7.17, p = .001). Across the three conditions, participants’ accuracy ratings were similar for the real news, but showed differences for the fake news (a.Inf vs. a.Only vs. CON: 2.73 vs. 2.51 vs. 2.59, F(2,680) = 4.08, p = .017, ηp2 = .012). Post-hoc analysis revealed that, for the same fake news, the average accuracy rating in the a.Inf condition was significantly higher than that of the a.Only condition (p_adj = .005), and showed a non-significant trend to be higher than that of the CON condition (p_adj = .059).

Finding 1: Using a between-subject design, we found the effect of associative inference for both recognition and perceived accuracy measures (RQ1).

The main effect of cognitive-ability-test score was significant for both recognition rates and perceived accuracy
ratings. Participants of a lower cognitive-ability-test score recognized more news (22.1%) and gave higher accuracy ratings (3.08) than those of a higher cognitive-ability-test score (recognition: 11.5%; accuracy: 2.83). The two-way interaction of news veracity \times cognitive-ability-test score was also significant for the perceived accuracy measure. Post-hoc analysis revealed that participants gave similar accuracy ratings for the real news regardless of their cognitive-ability levels. In contrast, for the fake news, participants of a higher cognitive-ability-test score gave lower accuracy rating (2.39) than participants of a lower cognitive-ability-test score (2.83). Thus, participants with higher cognitive-ability level were less susceptible to misinformation than those with lower cognitive-ability level in general (Pennycook and Rand 2019). However, participants’ cognitive-ability level showed no impact on the obtained effects of associative inference.

Thematic Analysis. Among the 686 participants, 76 (11.1%) of them indicated that their accuracy ratings were impacted by “News presented in Stage 1.” We further disregarded 24 meaningless answers for the open-ended question, such as “yes” or “nice.” For the remaining 52 meaningful answers, most of them were in the a.Inf condition (73.1%), but only 11.5% and 15.4% were in the a.Only and CON conditions, respectively. Such results highlight that more participants in the a.Inf condition explicitly made their accuracy decision of the fake news based on “News presented in Stage 1” than those in the other conditions.

We identified three major themes: 1) Association between Two Phases: Among the 52 answers, 46.2% (24) of the participants indicated that when they gave accuracy ratings for fake news in Phase 2, they noticed its connection with news headlines in Phase 1. For example, one participant answered, “Because it made me think that if it were repeated more than once there was some possibility it was accurate.” 2) Gist-based Recall: 28.8% (15) of the participants made the accuracy rating decision based on their prior knowledge of or belief in the news. For instance, one participant explained, “I remember seeing it on a Facebook post, and this is something that I believe can be very true.” 3) Verbatim Recall: About 23.1% (12) participants noticed the gap between the news in two phases. They recalled the details of news in Phase 1 and detected the distorted or exaggerated parts in Phase 2. For example, one participant answered, “There were a few modified stage 1 messages that were reworded or combined for stage 2...”

We also examined participants’ cognitive-ability-test score distribution in each theme. For the theme of association between two phases, 67% of the participants were of a higher cognitive-ability-test score, showing a similar distribution that includes all participants. For the verbatim recall theme, 92% of the participants were of a higher cognitive-ability-test score, but the percentage was only 40% for the theme of gist-based recall (schema).

Finding 2: Out of our expectation, individuals’ cognitive-ability level showed no impact on the effects of associative inference (RQ2). Responses to the post-session questions revealed that few participants were aware of the association or inference.

Experiment 2
Hashtags are typically highlighted in blue and embedded within the tweet messages. Thus, we recruited extra participants in Experiment 2 and evaluated whether the effects of associative inference obtained in Experiment 1 (RQ1 & RQ2) can be generalized to or accentuated with blue-highlighted hashtags embedded in tweets (RQ3).

Participants, Stimuli, and Procedure
We published 1,200 tasks on MTurk. Applying the same criteria as Experiment 1, we included 718 participants’ results for the data analysis in Phase 2. There were 255 participants who were categorized as with a higher cognitive-ability-test score and the remaining 463 participants were categorized as with a lower cognitive-ability-test score. The median completion time was about 14 min. We analyzed 653 participants’ results in Phase 1.

We conducted Experiment 2 using the same setting as Experiment 1 except as noted. In Experiment 2, we presented hashtags in blue and embedded the hashtags within the tweets to assess whether such a presentation would impact the effect of associative inference and participants’ susceptibility to fake news. Since the meaningful answer rate was less than 10%, we did not include the open-ended question for this and the following experiments.

Results

recognition gap did not show any significant differences across conditions. For the perceived accuracy rating, only the two-way interaction of news type × condition was significant. Same as Experiment 1, post-hoc analysis showed that differences across the conditions were only significant for the fake-related news but not for the real-related news. Specifically, participants in the a.Inf condition (3.35) gave lower perceived accuracy rating than those in the CON condition (3.53, p_{adj} = .011). The main effect of cognitive-ability-test score was significant for both measures. Participants of a lower cognitive-ability-test score recognized more news and gave higher accuracy ratings than those of a higher score in general. The two-way interaction of cognitive-ability-test score × news type was only significant for the recognition measure. Specifically, a non-significant trend of higher recognition rate of fake-related news than real-related news was more evident for participants of a higher cognitive-ability-test score than those of a lower score.

**Phase 2.** As illustrated in Figures 4b and 4d, the main effect of news veracity was significant for both recognition and perceived accuracy measures. The same as Experiment 1, participants could differentiate the real news (3.41) from the fake news (2.82). In contrast, they recognized more the real news (26.7%) than the fake news (23.7%) in Experiment 2. The main effect of cognitive-ability-test score was also significant for both measures. Participants of a lower cognitive-ability-test score recognized more (38.2%) and gave higher accuracy ratings (3.41) than those of a higher score (recognition: 12.2%; accuracy: 2.82). Moreover, the two-way interaction of news veracity × cognitive-ability-test score was significant for the accuracy rating: Participants of a higher cognitive-ability-test score could distinguish the real news (3.29) from the fake news (2.36), but participants of a lower score rated news as real in general (real: 3.54; fake: 3.28).

Different from Experiment 1, condition did not show any significant impacts on either measure. One possible explanation is offered by the encoding of associated pairs in human memory (Craik et al. 1996). Prior works have supported the notion that the effectiveness of encoding can be determined by the presented materials (Brown and Craik 2000). Participants might have primarily attended to the blue-highlighted hashtags in tweets, but encoded the rest parts of the tweets shallowly.

Highlighting relevant parts in the texts has often been considered an effective encoding process tool to aid memory (Lorch 1989). Yet, preexisting highlighting could interfere with reading comprehension, resulting in decreased performance (Hunt and Lamb 2001). Peterson (1992) examined college students’ learning of a history chapter. Results showed that students who highlighted while reading performed worse on the tests of comprehension wherein they needed to make inferences that required connecting different ideas across the text. Instead of serving an encoding or review function, embedding blue-highlighted hashtags might have been counterproductive for inferential tasks.

**Finding 3:** After embedding blue-highlighted hashtags within tweet messages, we obtained the results of Phase 1 similar to those of Experiment 1. Yet, the non-significant interactions with condition at Phase 2 indicate that the blue-highlighted hashtags embedded within tweet messages might have reduced the associative inference (RQ3).

**Experiment 3**

We conducted two sub-experiments to further understand the impacts of hashtags presentation on associative inference (RQ3). Experiment 3a was identical to Experiment 1 except that the hashtags were presented at the bottom of the tweets. We highlighted in blue (see Figure 5a). We evaluated the impact of blue-highlighted hashtags on the effect of associative inference. Experiment 3b was the same as Experiment 1 except that the hashtags were presented at the bottom of the tweets again (see Figure 5b), which was to test whether presenting hashtags again was critical to obtain the effect of associative inference.

**Participants, Stimuli, and Procedure**

We published 2,400 HITs on MTurk. We included 1,528 participants’ results for the data analysis at Phase 2. Among them, 51.6% (788) were in Experiment 3a and 48.4% (740) were in Experiment 3b. The demographics of each experiment are shown in Table 1. We analyzed 1,427 participants’ results of Phase 1, with 51.3% (732) in Experiment 3a and 48.7% (695) in Experiment 3b. The median completion time was about 13 min for both experiments.

**Results of Experiments 3a & 3b**

We analyzed the results of Experiments 3a and 3b using the same methods as the prior experiments. In Experiment 3a, 423 and 365 participants were categorized as having a higher and lower cognitive-ability-test score, respectively. Similarly, 434 and 306 participants were categorized as having a higher and a lower cognitive-ability-test score in Experiment 3b. The means for the conditions are shown in Figures 6 and 7. The ANOVA values are shown in Table 2.

**Experiment 3a.** Experiment 3a replicated all the major findings of Experiment 1. As shown in Figures 6a and 6b, participants recognized more the fake-related news (20.1%) than the real-related news (16.2%) at Phase 1. The effect

---

7Complete descriptive statistics for both measures of Experiments 3a and 3b are shown in Supplementary Table S7 and S8, respectively. We also provide the complete posthoc analysis in the Supplementary Material.
Table 3: Summary table for the statistical result in Experiment 3a and 3b. Note. df = degrees of freedom. Bold font indicates statistical significance (p < .05).

| Phase | Effect | Experiment 3a | | | Experiment 3b | | |
|-------|--------|---------------|-----|---------------|-----|-----|
|       |        | Recognition   | Accuracy | Recognition | Accuracy | |
|       |        | df | F | p | % | df | F | p | % | df | F | p | % |
| P1    | news type | 1.726 | 31.37 | 0.000 | 0.066 | 1.726 | 17.11 | 0.000 | 0.036 | 2.009 | 12.42 | 0.000 | 0.033 |
|       | cognitive ability | 1.726 | 2.91 | 0.003 | 0.007 | 1.726 | 1.64 | 0.003 | 0.006 | 2.009 | 1.02 | 0.000 | 0.003 |
|       | news type * condition | 1.726 | 11.15 | 0.000 | 0.007 | 1.726 | 11.1 | 0.000 | 0.007 | 2.009 | 11.1 | 0.000 | 0.007 |
|       | news type * cognitive ability | 1.726 | 0.24 | 0.003 | 0.007 | 1.726 | 0.24 | 0.003 | 0.007 | 2.009 | 0.24 | 0.003 | 0.007 |
|       | cognitive ability | 1.726 | 0.001 | 0.000 | 0.000 | 1.726 | 0.001 | 0.000 | 0.000 | 2.009 | 0.001 | 0.000 | 0.000 |
|       | condition | 1.726 | 0.001 | 0.000 | 0.000 | 1.726 | 0.001 | 0.000 | 0.000 | 2.009 | 0.001 | 0.000 | 0.000 |
|       | cognitive ability | 1.726 | 0.001 | 0.000 | 0.000 | 1.726 | 0.001 | 0.000 | 0.000 | 2.009 | 0.001 | 0.000 | 0.000 |
|       | condition * cognitive ability | 2.782 | 54.40 | 0.000 | 0.001 | 2.782 | 2.24 | 0.001 | 0.001 | 2.009 | 7.60 | 0.000 | 0.000 |
|       | cognitive ability | 2.782 | 0.001 | 0.000 | 0.000 | 2.782 | 0.001 | 0.000 | 0.000 | 2.009 | 0.001 | 0.000 | 0.000 |
|       | condition | 2.782 | 3.30 | 0.009 | 0.001 | 2.782 | 1.13 | 0.009 | 0.001 | 2.009 | 0.34 | 0.000 | 0.000 |
| P2    | news type | 1.782 | 2.65 | 0.009 | 0.005 | 1.782 | 0.92 | 0.009 | 0.005 | 2.009 | 0.92 | 0.000 | 0.000 |
|       | cognitive ability | 1.782 | 0.35 | 0.001 | 0.001 | 1.782 | 0.35 | 0.001 | 0.001 | 2.009 | 0.35 | 0.001 | 0.001 |
|       | news type * condition | 1.782 | 0.001 | 0.000 | 0.000 | 1.782 | 0.001 | 0.000 | 0.000 | 2.009 | 0.001 | 0.000 | 0.000 |
|       | news type * cognitive ability | 1.782 | 0.001 | 0.000 | 0.000 | 1.782 | 0.001 | 0.000 | 0.000 | 2.009 | 0.001 | 0.000 | 0.000 |
|       | condition | 1.782 | 0.001 | 0.000 | 0.000 | 1.782 | 0.001 | 0.000 | 0.000 | 2.009 | 0.001 | 0.000 | 0.000 |
|       | cognitive ability | 1.782 | 0.001 | 0.000 | 0.000 | 1.782 | 0.001 | 0.000 | 0.000 | 2.009 | 0.001 | 0.000 | 0.000 |
|       | condition * cognitive ability | 2.782 | 0.001 | 0.000 | 0.000 | 2.782 | 0.001 | 0.000 | 0.000 | 2.009 | 0.001 | 0.000 | 0.000 |

Figure 6: Average recognition rate (top row) and perceived accuracy rating (bottom row) with standard errors across the three conditions for each news type at Phase 1 (left column) and each news veracity at Phase 2 (right column) of Experiment 3a.

Figure 7: Average recognition rate (top row) and perceived accuracy rating (bottom row) with standard errors across the three conditions for each news type at Phase 1 (left column) and each news veracity at Phase 2 (right column) of Experiment 3b.

of news type showed a non-significant trend to be different across conditions. The main effect of news type was not significant for the accuracy measure, but the two-way interaction of news type × condition was significant. While participants in the a.Inf condition gave higher accuracy for the real-related news than the fake-related news, those in the other conditions revealed an opposite pattern (see Figure 6).

When moving to Phase 2 (see Figures 6b and 6d), the two-way interaction of news veracity × condition was significant for both recognition ($F_{(2,782)} = 8.08, p < .001, \eta^2_p = .020$) and accuracy ($F_{(2,782)} = 7.69, p < .001, \eta^2_p = .019, [F_{(2,5503)} = 10.37, p < .001]$ measures). Results of post-hoc analysis showed that condition was only significant for the fake news recognition ($F_{(2,782)} = 3.63, p = .027, \eta^2_p = .009$). Specifically, participants in the a.Inf condition recognized more fake news (20.2%) than those in the CON condition (14.1%, $p_{adj} = .030$). Similar results were revealed for the post-hoc analysis of accuracy measure. Condition was only significant for the fake news ($F_{(2,782)} = 10.24, p < .001, \eta^2_p = .026$). Specifically, across the three conditions, participants in the a.Inf condition gave the highest accuracy rating (2.80, $p_{adj} \leq .011$).
accuracy rating for the real-related news (3.47) than the fake-related news (3.40).

At Phase 2, in addition to the replications, the three-way interaction of news veracity × condition × cognitive-ability-test score was significant (F(2,734) = 3.23, p = .040, η²p = .009) for the recognition measure (see Figures 7a and 7b). Post-hoc analyses revealed that the two-way interaction of news veracity × condition was only significant for the participants of a higher cognitive-ability-test score (F(2,431) = 5.06, p = .007, η²p = .023). Specifically, participants of a higher cognitive-ability-test score in the a.Inf condition revealed a non-significant trend of larger recognition for the fake news (10.0%) than for the real news (7.4%), but those in CON (fake vs. real = 8.3% vs. 11.4%) and a.Only (fake vs. real = 6.6% vs. 10.3%) conditions revealed an opposite pattern. For the participants of a lower cognitive-ability-test score, the two-way interaction of condition × news veracity was not significant, F < 1.

The effect of condition was also significant for the perceived accuracy measure (see Figures 7c and 7d). Specifically, participants in the a.Inf condition (3.08) gave higher accuracy rating than those in a.Only condition (2.93, p = .019). Also, there was a non-significant three-way interaction of news veracity × condition × cognitive-ability-test score (F(2,734) = 2.43, p = .089, η²p = .007), which was significant in LMER [F(2,5168) = 3.28, p = .038].

To check the effect of blue-highlighted hashtags (Exp.1 vs. Exp.3a) and repeated hashtags (Exp.2 vs. Exp.3b), we conducted additional ANOVAs by adding ‘experiment’ as another between-subject factor for the combined dataset of Exp.1 and 3a, and Exp. 2 and 3b, respectively. Here, we selectively report the three-way interaction involving the ‘experiment’ factor. The three-way interaction of experiment × news veracity × condition was not significant for both recognition and accuracy measures (F ≤ 1.68), indicating limited impacts of blue-highlighted or repeated hashtags when they were presented at the bottom of tweets.

Finding 4: Experiments 3a and 3b replicated the results of Experiments 1 and 2, respectively. Regardless of experiments, results of Phase 1 kept revealing an appropriate baseline for investigating associative inference at Phase 2. Moreover, participants of higher cognitive ability level might have been less impacted by the embedded hashtags and still showed the increased susceptibility to associatively inferred misinformation.

General Discussion

Findings from our three experiments consistently showed that associative inference could be one cognitive driver of misinformation susceptibility. To this end, we argue that adaptive memory processes (e.g., associative inference) can become maladaptive (e.g., increasing individuals’ misremembering and misbelief in fake news), highlighting the essence of bringing insights from cognitive psychology into the understanding and mitigation of misinformation on social media platforms. We discuss the theoretical and practical implications of the study.

Associative Inference Increases Recognition and Perceived Accuracy Rating. The most clear-cut findings are that associative inference increases individuals’ susceptibility in both recognition (i.e., familiarity) and perceived accuracy measures. Thus, our experiments provide novel evidence showing increased misbelief in associatively inferred fake news, which was not obtained in prior studies (Xiong et al. 2022). Xiong et al. explained that their within-subjects design might have made participants, especially those of higher cognitive ability level, more aware of the associative inference across phases. Our findings corroborate their account. Using a between-subjects design, we found that the increased misbelief in associatively inferred fake news was not dependent on participants’ cognitive-ability levels. Therefore, without relative comparison with other conditions (e.g., manipulation only), individuals, even those of higher cognitive ability level, could miss the associative inference across phases.

The effect sizes of associative inference may indicate a small to moderate effect, but the observed magnitude is generally in line with the average effect size in the context of misinformation (Lutzke et al. 2019; Murphy et al. 2019). Small effects can be still worth noting (Lakens 2013), especially considering the issue of misinformation spread out on social media that can be aggregated across individuals (Gelman 2018) and over time (Funder and Ozer 2019).

Impact of Hashtags’ Presentation. Comparing to the color coding, embedding hashtags in the tweet messages turned out to be more influential for the effect of associative inference. Highlighted hashtags in a tweet message draw a reader’s attention. Since the hashtags were highlighted, participants of higher cognitive ability might seek to understand why, which required thinking about the meaning of the overall tweet and how its different pieces relate to one another, indicating analytical thinking (Worthen et al. 2006). In contrast, participants of lower cognitive ability might pay attention to the “pop-out” hashtags mainly, and were too “lazy” to go through the meaning of the overall tweets. Therefore, individuals who are better equipped with adaptive ability to combine existing knowledge in response to novel circumstances can be more vulnerable to misinformation. This is a post-hoc explanation, and future research needs to more thoroughly replicate and investigate the difference.

Associatively Inferred Misinformation Mitigation. The difference between the two designs (i.e., within-subjects and between-subjects) is particularly important for generating guidelines to mitigate associatively inferred misinformation. Existing misinformation correction often focuses on correcting inaccurate content and providing accurate information (Barrera et al. 2020) or information source (Bode and Vraga 2018). Yet, the gap between our study and Xiong et al. points out an approach of process-based correction. For instance, a correction that highlights the association and possible inference between existing real news and misinformation might help online news consumers become aware of the attempt to deception. Such process-based correction might offer protection against different types of misinformation that leverage associative inference.

Empirical Analysis of Associatively Inferred Misinformation. Moreover, developing effective misinformation
mitigation requires understanding how associatively inferred fake news occurred in practice. So far, relatively few experimental studies (Lee et al. 2020; Xiong et al. 2022) examined political misinformation using a specific type (i.e., AB&BC → BC), which may not be representative.

Building upon predicting susceptibility to misinformation among social media users (Shen et al. 2019; Feng et al. 2022), future research can conduct an empirical analysis by systematically measuring afforded associative inferences between misinformation on social media and real news consumed by social media users to predict susceptible users to the misinformation. By predicting the most vulnerable group of users, we can set a priority to mitigate the spread of misinformation on social media.

Limitations. Our study has a few limitations. First, all tweets used in our study covered politics mainly. Further investigation on other topics, e.g., health information, can improve the external validity of our study. In addition, we recruited MTurk workers who tended to be younger, better educated, and have better digital literacy (Guess and Munger 2022). Thus, our results may represent a population having more concerns on fake news than the broader U.S. public. Moreover, our study only examined the impact of associative inference in the short term. Future work on extending the gap between two phases can help reveal whether the effect of associative inference will hold in the long term.

Conclusion

Our study shows that one basis for people’s susceptibility to misinformation is adaptive, constructive processes of memory. Fake news can be designed to appeal cognitive preference, maybe more than real news. While individuals of lower cognitive-ability level are more susceptible to misinformation in general, our results indicate that those of higher cognitive-ability level are more susceptible to associatively inferred misinformation. Different from the idea that misinformation is attractive to lazy people, our study implies that misinformation, at least some of which fits with our cognitive mechanisms, can make more adaptive individuals also become susceptible.
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