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Abstract
To mitigate misinformation on social media, platforms such
as Facebook have offered warnings to users based on the de-
tection results of AI systems. With the evolution of AI de-
tection systems, efforts have been devoted to applying ex-
plainable AI (XAI) to further increase the transparency of AI
decision-making. Nevertheless, few factors have been consid-
ered to understand the effectiveness of a warning with AI ex-
planations in helping humans detect misinformation. In this
study, we report the results of three online human-subject
experiments (N = 2, 692) investigating the framing effect
and the impact of an AI system’s reliability on the effective-
ness of AI warning with explanations. Our findings show that
the framing effect is effective for participants’ misinforma-
tion detection, whereas the AI system’s reliability is critical
for humans’ misinformation detection and participants’ trust
in the AI system. However, adding the explanations can po-
tentially increase participants’ suspicions on miss errors (i.e.,
false negatives) in the AI system. Furthermore, more trust is
shown in the AI warning without explanations condition. We
conclude by discussing the implications of our findings.

Introduction
In the context of the COVID-19 pandemic, the overflow
of misinformation calls for urgent measures to reduce such
misinformation (Bode and Vraga 2021). Many cases have
presented how detrimental health-related misinformation is
as much as people can sometimes die from the wrong
treatment for COVID-19.1 To mitigate the rapid spread of
misinformation on social media, companies such as Meta
and Twitter have created warning systems to debunk fake
news.2 Previous studies (Pennycook, Cannon, and Rand
2018; Clayton et al. 2020) have shown that a debunking
warning label plays an effective role in mitigating fake news
(for a review, see Martel and Rand 2023).

Meanwhile, active efforts have also been devoted to ef-
fectively detecting fake news (Shu et al. 2017; Reis et al.
2019; Mosallanezhad et al. 2022). Beyond improving de-
tection models, recent research interest has expanded to ex-
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1https://www.bbc.com/news/world-53755067
2https://www.facebook.com/journalismproject/programs/third-

party-fact-checking/new-ratings, https://help.twitter.com/en/rules-
and-policies/medical-misinformation-policy

plainable artificial intelligence (XAI) to provide an explana-
tion of how an AI system detects fake news to news con-
sumers (Shu et al. 2019) and why a piece of misinformation
is false (Dai et al. 2022).

The value of XAI for misinformation mitigation lies in
helping users not accept or disseminate it. Empirical stud-
ies have been conducted to examine the effectiveness of AI
explanations in influencing humans’ misinformation detec-
tion (Nguyen et al. 2018; Horne et al. 2019; Seo, Xiong,
and Lee 2019; Mohseni et al. 2021). For example, Seo et al.
(2019) found that AI warning with explanations increased
participants’ ability to detect fake news when news source
was not provided. Although extra AI explanations did not
reduce participants’ perceived accuracy of misinformation,
Mohseni et al. (2021) found that the AI explanations helped
them build appropriate mental models of the AI system.

Despite the promising empirical findings, most of the ex-
isting research examines the effectiveness of explanations
through options to interact with the AI system, different hu-
man behavior (i.e., misinformation detection or sharing), or
other factors (e.g., social influence). However, humans’ per-
ception and acceptance of an explanation are often shaped
by how the problem is framed (Tversky and Kahneman
1981, 1985). Also, prior work showed that although AI ex-
planations enhanced participants’ misinformation detection,
participants’ trust in the AI system decreased (Seo, Xiong,
and Lee 2019). we explore factors that can improve the effi-
cacy of AI warning with explanations in mitigating human’s
belief in misinformation. We focus on fake COVID-19 news,
considering its timely importance. Specifically, we examine
the following research questions (RQs).

• RQ1. Will a misinformation warning with AI expla-
nations enhance participants’ fake news detection com-
pared to the warning only? If so, will a positive framing
work better than a negative framing for the explanations?

• RQ2. Will the effect of misinformation warning with AI
explanations depend on the AI system’s reliability?

• RQ3. How do the misinformation warning with AI ex-
planations affect participants’ trust in the AI system?

We conducted three online experiments by recruiting
Amazon Mechanical Turk workers (N = 2, 692). In Ex-
periment 1, we investigated the effect of explaining how an
AI system debunks fake news on participants’ detection of



misinformation with a warning (RQ1). We proposed credi-
bility explanations in both positive framing (i.e., POS) and
negative framing (i.e., NEG) and examined the framing ef-
fect in Experiment 2 (RQ1). In Experiment 3, we explored
the impact of the AI system’s reliability (i.e., whether the AI
systems will make a lot of mistakes) (RQ2). We also evalu-
ated participants’ trust in the AI system (RQ3).

The results of our experiments indicate that the AI warn-
ing with credibility explanations under the negative framing
can reduce humans’ perceived accuracy ratings of fake news.
Such results underline the necessity to consider the framing
effect in designing effective AI explanations for human mis-
information detection. However, we find that participants do
not always depend upon the warning or the warning with ex-
planations for misinformation detection. They tend to think
about miss errors (i.e., false negatives) of the AI system.
Moreover, the system’s reliability is critical to address such
suspicion. Those results highlight the importance of inform-
ing users of the AI system’s reliability and possible error
types. Finally, although participants’ misinformation detec-
tion can be influenced by the AI explanations, they show
more trust in the warning itself. Moreover, such trust does
not depend on the AI system’s reliability. Our main contri-
butions are summarized as follows.
• We empirically examine the framing effect on misinfor-

mation warning with explanations upon humans’ misin-
formation detection.

• We present evidence showing the effectiveness of high
system reliability in humans’ misinformation detection
and their trust in AI systems.

• We provide implications for researchers and practitioners
in designing AI explanations to mitigate misinformation
on social media platforms.

Related Work
Misinformation and Its Correction
Misinformation and fake news have been broadly used as
umbrella terms to refer to false or fabricated information
written and published online (Lazer et al. 2018; Wu et al.
2019). In this work, we use these two terms interchangeably.

The rampant spread of misinformation on social me-
dia has attracted researchers (Bode and Vraga 2018; Clay-
ton et al. 2020; Pennycook, Cannon, and Rand 2018; Seo,
Xiong, and Lee 2019) and social media platforms (e.g.,
Facebook) to explore effective ways to debunk misinfor-
mation. A widely adopted debunking approach is to apply
warning tags, labels, or indicators, during the misinforma-
tion presentation after fact-checking by professional orga-
nizations or artificial intelligence (AI). Empirical user stud-
ies reveals that those warnings are generally effective in re-
ducing participants’ belief in misinformation (Clayton et al.
2020; Yaqub et al. 2020; Wang and Yin 2021; Jia et al.
2022; Kreps and Kriner 2022). Yet, the efficacy of the warn-
ings can be impacted by factors such as warning specificity
(e.g., general warnings introduce bias, reducing belief in real
news), warning design (e.g., simple and precise warning lan-
guage), the source of the warnings (e.g., fact checker and
community), and extra fact-checking details.

Explainable Artificial Intelligence (XAI) and
Misinformation Correction

Recently, misinformation detection work has been proposed
by leveraging machine learning (ML) or AI algorithms (Shu
et al. 2017; Cui et al. 2019; Shu et al. 2019; Zhou and Za-
farani 2020). Given the challenges of automated fact check-
ing and possible biases introduced in ML dataset and train-
ing (Guo, Schlichtkrull, and Vlachos 2022), it is essential to
enhance the transparency of ML/AI-based misinformation
detection beyond the warning indicators. In line with this
idea, XAI aims to make AI system results understandable
or interpretable to humans using explanations (Adadi and
Berrada 2018; Gunning and Aha 2019; Arrieta et al. 2020).

A few studies have been conducted to understand AI-
based misinformation warning with explanations (Seo,
Xiong, and Lee 2019; Horne et al. 2019; Mohseni et al.
2021; Epstein et al. 2022). However, those studies either did
not explain concretely how an AI system derived each pre-
diction (i.e., lack of specificity at the local level) or how the
AI system behaves in general (i.e., lack of system perfor-
mance at the global level). Results of those studies also re-
vealed mixed findings. While the effect of ML/AI warning
with explanations was evident in some studies (Seo, Xiong,
and Lee 2019; Epstein et al. 2022), it was not obtained in
others (Mohseni et al. 2021). Those initial efforts have pro-
vided a preliminary understanding of the effect of AI mis-
information warning with explanations. To the best of our
knowledge, how to design AI warning with explanations for
effective misinformation mitigation has not been well under-
stood. We fill the gap. [Sian: combine the two sentences?]

Framing Effects

In XAI, a bar chart has been often used to explain features
that impact AI decision-making (Cheng et al. 2019; Wang
and Yin 2021). Seo et al. (2019) also investigated its use
to explain misinformation detection results of an AI sys-
tem. However, the effect of explanations was only evident
when compared to a control without warning or explana-
tion. We complement and extend the use of bar charts by
exploring the framing effect. Tversky and Kahneman ad-
dressed the framing effect first by explaining that people’s
willingness to take risks can depend on how options are pre-
sented (Tversky and Kahneman 1981, 1985). In the usable
privacy literature, Choe et al. (2013) investigated the visual
framing effect in mobile app’s privacy information. Their re-
sults suggested the effect of a positively-framed privacy rat-
ing icon in nudging people away from privacy-invasive apps.
Greene and Murphy (2021) investigated the framing effect
of a general misinformation warning message and obtained
no impact of the framing effect, which could be due to the
ineffectiveness of general misinformation warning (Clayton
et al. 2020). Despite different domains and varied framing
designs, these studies throw insights that can be applied to
our study. From the framing effect point of view, we propose
to compare a negative framing and a positive framing of bar
chart in addition to the warning message against fake news.



Credibility for Misinformation Correction
Even though it is hard to find a universal agreement on
the concept of credibility across different fields (Savolainen
2021), credibility has been used as a primary criterion to
measure the quality of information on the web (Flanagin and
Metzger 2000) as well as traditional mass media (Gaziano
and McGrath 1986). Credibility can be understood in terms
of believability, trust, reliability, accuracy, fairness, and ob-
jectivity (Savolainen 2021); therefore, it is naturally empha-
sized in human misinformation detection. A number of stud-
ies have investigated the credibility of information on social
media (Kang 2010; Kim 2010; Westerman, Spence, and Van
Der Heide 2014; Lin, Spence, and Lachlan 2016; Savolainen
2021). Among them, Savolainen (2021) suggested a con-
ceptual framework of credibility by dividing it into two ap-
proaches: 1) the credibility of the author (i.e., source) and
2) the credibility of misinformation content. Molina et al.
(2021) also identified extra features of fake news such as
user comments, which are interpretable and useful for hu-
mans to evaluate news veracity. Based on these studies, we
select three factors (i.e., source, content, and user comments)
and choose credibility as the gauge to quantify the veracity
of misinformation in the proposed bar charts. We use fal-
sity (Seo et al. 2021) in the negative framing.

Trust in the AI System
The concept of trust has been defined differently across var-
ious fields (Mayer, Davis, and Schoorman 1995; Hoff and
Bashir 2015; Chancey et al. 2017). For example, Mayer et
al. define trust as a willingness to accept vulnerability. Trust
in information systems indicates self-assurance by assess-
ment of risks and alternatives (Pieters 2011). Furthermore,
trust has been considered as a behavior that can have an
impact on users’ dependence on automation (Lee and See
2004). Machine learning researchers have also paid atten-
tion to the importance of trust linked to model justification
issues (Ribeiro, Singh, and Guestrin 2016; Lipton 2018; Tor-
eini et al. 2020).

An explanation is expected to increase trust through con-
tributing to enhanced transparency of AI systems (Lipton
2018). However, building human trust in algorithmic sys-
tems can be a challenging task (Lee 2018). Seo et al. (2019)
conducted user studies investigating the effects of AI warn-
ing with explanations. While the AI warning with specific
explanations using bar charts enhanced participants’ fake
news detection, it did not increase their trust in the AI sys-
tem. Using AI warning with a general explanation describ-
ing how (i.e., the process) an AI warning label was created,
Epstein et al. (2022) replicated Seo et al.’s findings when
examining participants’ misinformation sharing.

Reliability of AI System. Previous studies showed that
users’ trust in a warning system can be impacted by factors
such as the reliability of the system (Chen et al. 2018). Re-
liability is regarded as one factor of trust (Dzindolet et al.
2003). Several researchers demonstrated the impact of relia-
bility information in building users’ trust in automated sys-
tems (Dzindolet et al. 2003; Chancey et al. 2017). Dzindolet
et al. (2003) confirmed that trust in automation can increase

Figure 1: An overview of the experiment design. Experi-
ments 1 and 2 investigate the framing effect. Experiment 3
focuses on reliability. CON means control (the warning-only
condition). POS and NEG mean the warning with positively-
and negatively-framed explanations conditions, respectively.

with information about why a decision of an automated sys-
tem might err. In Chancey et al.’s study, the high-reliability
system got more trust from the participants than the low-
reliability system. Furthermore, Kocielnik et al. (2019) ex-
plored the impacts of different types of errors an AI system
made. The results showed that how users reacted largely de-
pended on how the AI system behaved in general. Based on
these findings, we investigate the impact of an AI system’s
reliability on the efficacy of AI warning with explanations
by comparing a high-reliability system with a low-reliability
system. To the best of our knowledge, our study is the first
study to examine the reliability information of an AI system
in terms of explanation-based-warnings.

The Present Study
We conducted three online experiments to investigate the ef-
fect of explaining how an AI system debunks fake news can
enhance the effectiveness of fake news warnings in the con-
text of social media platforms. As shown in Figure 1, we
investigated the effect of a warning with credibility explana-
tions compared with the warning-only condition in Exper-
iment 1 (RQ1). In Experiment 2, we explored whether the
framing effect matters for a warning with explanations by
comparing positively-framed explanations (i.e., credibility)
and negatively-framed explanations (i.e., falsity) (RQ1). In
Experiment 3, we examined the effect of AI system’s relia-
bility on the proposed explanations (RQ2). In each experi-
ment, participants evaluated 24 pieces of news (half fake) by
answering their perceived accuracy rating and confidence in
the perceived accuracy decisions. We also measured their
trust in the AI systems across all experiments (RQ3).

Participants
We recruited participants on Amazon Mechanical Turk
(MTurk) through the Human Intelligent Task (HIT) for all
experiments. The HITs included the task description, and
workers were able to decide whether they would like to per-
form the task. In each experiment, we required the workers
to be those who (1) are at least 18 years old, (2) live in the
U.S., and (3) have finished more than 100 HITs with a HIT
approval rate of at least 95%. Across experiments, MTurk
workers were only allowed to participate in our study once.



Items Options EXP.1
(N=710)

EXP.2
(N=1014)

EXP.3
(N=968)

Gender
Male 51.8% 42.2% 38.7%
Female 47.6% 57.4% 60.1%
PNA 0.6% 0.4% 1.1%

Age

18-29 21.3% 24.3% 20.0%
30-39 34.2% 33.0% 33.6%
40-49 25.1% 24.5% 24.8%
50-59 14.4% 12.9% 13.5%
60-69 4.8% 4.7% 6.6%
70-79 0.3% 0.5% 1.4%

Race

Caucasian 78.9% 79.6% 75.2%
African American 10.7% 9.0% 11.1%
Hispanic 3.7% 4.8% 4.8%
Asian 3.5% 4.0% 5.7%
Other 2.9% 1.9% 1.5%
PNA 0.3% 0.7% 0.7%

Education

High school 4.9% 7.4% 8.9%
Some college credit 12.3% 16.4% 27.2%
Bachelor 58.7% 53.0% 38.5%
Master 20.8% 19.2% 17.1%
Doctor 1.8% 1.7% 3.7%
Other 1.1% 2.1% 3.9%
PNA 0.3% 0.3% 0.6%

AI/ML
experience

Not at all 16.1% 27.0% 46.3%
Novice 19.2% 25.8% 37.1%
Intermediate 28.0% 21.3% 12.6%
Competent 27.3% 18.0% 3.8%
Expert 9.4% 7.8% 0.1%

Table 1: Demographic information of the participants in the
three experiments. EXP denotes experiment. PNA refers to
Prefer Not to Answer.

We recruited 1, 246 (EXP.1), 1, 686 (EXP.2), and 1, 196
(EXP.3) participants. We manually checked the responses
and ensured that there was no duplicate participation across
experiments. We also removed respondents (1) outside of the
U.S., (2) with duplicate IPs, (3) failed the comprehension
test, (4) failed the attention check, and (5) with completion
time shorter than 3 min (average median completion time:
15 min). The number of participants we accepted was 710
(EXP.1), 1014 (EXP.2), and 968 (EXP.3), respectively. The
high exclusion rate in Experiments 1 and 2 was to ensure our
data quality,3 which was necessary given the concerns on the
MTurk platform (Peer et al. 2022). In Experiment 3, we used
the MTurk toolkit CloudResearch provides to automatically
exclude low-quality workers (Litman, Robinson, and Abber-
bock 2017; Hauser et al. 2022). Based on an hourly rate of
$7.5, participants were paid $1.8 for completing a study. Par-
ticipants’ demographic information is shown in Table 1.

Materials
News Stimuli. We selected 25 news articles about
COVID-19 released from September to November 2021.
Twelve pieces of fake news were searched from snopes.com
or politifact.com, both of which are representative fact-
checking websites. Thirteen pieces of real news were se-
lected from major news platforms such as cnn.com or
apnews.com. A piece of real news was for an attention
check (Hauser and Schwarz 2016).

3Participants who answered more than half of the questions cor-
rectly passed the comprehension test. See Exclusion Details in the
supplementary materials: http://tiny.cc/seoetal24supp

(a) An Example of Fake News Stimuli (b) NEG in EXP.2 and EXP.3

(c) POS in EXP.1 (d) POS in EXP.2 and EXP.3

Figure 2: A piece of fake news headline, including the news
title, a snippet of the news article, and the source, is pre-
sented concurrently with two user comments (a). For each
fake headline, a warning label is shown below the user com-
ments. Each bar chart is presented below the warning label
as positively- (POS) or negatively-framed (NEG) explana-
tions ((b)-(d)). Each bar name is shortened to avoid redun-
dancy/conflict with bar scales in Experiments (EXP) 2 & 3.

In all experiments, we present a piece of real or fake news
in the form of a news headline with two fictional users’
comments (see Figure 2(a)). Each news headline is com-
posed of a title, a snippet of the article, and a source. For
the source, real news headlines have URLs from major news
platforms where the real news was excerpted. Fake news
headlines have social media URLs where the misinforma-
tion was posted. The users’ comments for fake news have
negation-style sentences debunking the misinformation, and
the comments for real news have a neutral tone, not directly
pointing out information veracity (Seo et al. 2021).

Warning and Explanation Interfaces. In our design, we
assume that each piece of fake news has been detected by an
AI system. Thus, a warning label is shown for each piece of
fake news, describing that the fake news has been disputed
by an AI system (see Figure 2). There is a baseline condition
in each experiment, in which we present the warning label
only. Considering the robust effect of warning labels (Clay-
ton et al. 2020) and our primary interest in the effect of AI
explanations, we omit a condition without warning and de-
fine the baseline with a warning label as the control (CON).

Seo, Xiong, and Lee proposed a summary index (i.e., bar
chart) presenting factors that AI systems consider when de-
bunking fake news. The authors presented the bar chart as
an explanation for AI decision-making and found impacts of
the explanation on participants’ fake news evaluation (Seo,
Xiong, and Lee 2019). We adapt their design and create two
types of explanations: positive framing (POS) and negative
framing (NEG). Figures 2(b) and 2(d) show an example for
each type, illustrating the fake news credibility (POS) and
falsity (NEG), respectively.



Positive Framing (POS). We present three factors that our
hypothetical AI system considers, including content credi-
bility based on the news title and contents, source credibil-
ity based on the news source, and social credibility based on
users’ comments. A filled blue bar graph accompanies each
factor, and the length of each bar indicates the credibility
score that the AI system derived for evaluating the factor.
For the bar graphs, “More Credible,” “Average,” and “Less
Credible” are marked on the top of the bar graph panel, and
numbers “1” through “5” are marked on the bottom of the
panel (see Figure 2). There is an outline frame that indicates
the possible maximum score of “5.” For a score of “1”, a
short blue bar is displayed. For a score of “5”, the blue bar
is extended toward the rightmost of the bar graph. Thus, the
range of the score is clear, and a direct visual comparison is
enabled among the bars (Cleveland 1985).

We create 12 bar charts to be added to the 12 pieces of
fake news. We score each factor using a 5-point score. We
use either 1, 2, 4 or 1, 2, 5 for value combination avoiding
3, a neutral number. Each factor shows its high credibility
(i.e., 4 or 5) four times among the 12 pieces of fake news.
Moreover, we separate the 12 pieces of fake news into three
sets and implement a Latin-square design to counterbalance
the credibility value combinations across different sets.4

Negative Framing (NEG). In addition to the positive
framing using blue bars, we propose explanations using a
negative framing (Choe et al. 2013). The interface is the
same as the credibility explanations, except that we change
the wordings of the bar scale (e.g., “Less Credible” to “Less
False”) and the color of bar graphs from blue to red (see
Figure 2). Instead of an equivalent framing, we apply the
same score set to the falsity explanations. Like the credibil-
ity scores, each factor has the highest value four times for the
falsity scores. Thus, compared to the credibility explanations
using positive framing, fake news with the falsity explana-
tions using negative framing has a lower falsity score (see
panels (b) and (d) in Figure 2). We also remove “Credibil-
ity” in the factor description of the POS condition in Exper-
iment 2 to reduce redundancy with the bar scale and make
the interface comparable to that of the NEG condition.

Procedure
Qualtrics was used to design our online studies. After in-
formed consent, participants were randomly assigned to one
condition in each experiment. We first described our hypo-
thetical AI system and asked participants questions to check
their comprehension of our design. We asked two common
questions for all conditions but added three extra questions
for the POS and NEG conditions to check participants’ com-
prehension of each bar chart category. Then, all news stim-
uli were presented in a randomized order. Twelve of them
included fake news, and 13 of them included real news. One
of the real news was for an attention check. We provided
participants with specific instructions on how to answer the

4We focus on the credibility/falsity value combinations but do
not control the value alignment for each factor. Our post-hoc anal-
yses on the perceived accuracy rating of fake news across the three
factors show no significant differences, suggesting limited impacts.

attention-check question (Hauser and Schwarz 2016). For
any participants who failed to follow the instructions, their
survey was terminated immediately. We paid those partici-
pants a base payment of $0.5.

We asked two questions investigating participants’ accep-
tance of the “claim” in each news stimulus. First, partici-
pants rated their perceived accuracy rating of the news claim,
“How accurate is the claim in the above news?” using a 7-
point scale (1: very inaccurate, 7: very accurate). Then they
answered the other question about their confidence in their
perceived accuracy rating, “How confident are you in an-
swering the question above?” using another 7-point scale (1:
not confident at all, 7: fully confident).

After answering questions for the 25 pieces of news, there
was a post-session questionnaire. We asked participants four
questions to measure their trust in the AI system disputing
the fake news, including “I trust the AI System when mak-
ing judgments about news veracity,” “ The AI warning is
informative when I make judgments about news veracity,”
“The AI warning is helpful when I make judgments about
news veracity,” and “I would like to see the AI system imple-
mented on social media.” Participants rated their agreement
with each question using a 7-point Likert scale, with “1”
indicating “strongly disagree” and “7” indicating “strongly
agree.” In the end, participants filled in their demographic
information, including age, gender, ethnicity, and education,
and their experience in AI or machine learning.

Results
The three critical dependent measures we assessed were par-
ticipants’ perceived accuracy rating, confidence in accuracy
rating, and trust in the AI system. Descriptive statistics for
the measures are shown in Figure 3. Across three experi-
ments, we analyzed responses from 710, 1014, and 968 par-
ticipants using SPSS version 29.

Experiment 1
The goal of Experiment 1 was to verify whether our pro-
posed warning with explanations design can enhance partic-
ipants’ misinformation detection compared to the warning-
only condition (RQ1). We manipulated two factors with
condition between subjects and news veracity within sub-
jects. To quantify the effects, we entered perceived accu-
racy and confidence results into 2 (news veracity: real, fake)
× 2 (condition: CON, POS) mixed analysis of variance
(ANOVA) tests with α = .05. We chose ANOVA since it
is robust against violations of the underlying assumption
of normally distributed data (Norman 2010). Post-hoc tests
with Bonferroni correction were performed, testing all pair-
wise comparisons with corrected p values for possible in-
flation. The participant counts included for data analysis are
413 in the CON condition and 297 in the POS condition.

Perceived Accuracy Rating. As shown in Figure 3, par-
ticipants clearly distinguished the real news (5.49) from the
fake news (3.65), F(1,708) = 560.03, p < .001, η2p = .442.
Yet, the two-way interaction of news veracity × condi-
tion was not significant, F < 1.0. Instead, participants in
the POS condition (4.47) gave lower rating than those in



Figure 3: Mean values of perceived accuracy ratings (top row), confidence in the perceived accuracy ratings (central row),
and trust in the AI system (bottom row) across each condition in the three experiments (1st column: Experiment (EXP.) 1,
2nd column: EXP.2, 3rd and 4th columns: EXP.3). CON: control condition showing only the warning label, POS and NEG:
conditions showing warning with explanations in a positive and negative framing. Error bars represent ± one standard error.

the CON condition (4.67) regardless of the news veracity,
F(1,708) = 6.74, p = .010, η2p = .009. Post-hoc tests
revealed the main effect of condition for the real news,
F(1,708) = 6.35, p = .012, η2p = .009, but not the fake news,
F(1,708) = 3.07, p = .080, η2p = .004. Thus, contrary to
expectation, the explanations in the POS condition showed
less impact on participants’ fake news evaluation than their
real news evaluation.

Confidence in Accuracy Rating. Participants were confi-
dent in their perceived accuracy ratings in general (see Fig-
ure 3). They gave similar confidence ratings in their de-
cisions of the fake news (5.64) and the real news (5.59),
F(1,708) = 2.45, p = .118, η2p = .003. They also showed
comparable confidence in both conditions (CON: 5.66 and
POS: 5.58), F(1,708) = 1.52, p = .219, η2p = .002. The
two-way interaction of news veracity × condition was not
significant either, F < 1.0. Thus, the extra explanations did
not impact participants’ confidence in fake news detection.

Trust in the AI System. We calculated the average ratings
of the four questions asking about participants’ trust in the
AI system. Participants in the CON condition showed higher
trust in the AI system (5.51) than those in the POS condition
(5.23), F(1,708) = 9.67, p = .002, η2p = .013.

Influential Credibility. To understand the relative weight-
ing of the three factors in the explanations, we analyzed the

perceived accuracy rating results of the POS condition using
ANOVA. Mean values of content credibility (3.59), source
credibility (3.51), and social credibility (3.48) showed no
statistical difference, F(2,296) = 2.82, p = .094, η2p = .009.

Summary and Discussion. In Experiment 1, we observed
that the participants who were exposed to the extra explana-
tions in the POS condition decreased their perceived accu-
racy ratings in general, particularly on the real news, which
was in the opposite direction to the expected effect.

We gauged the credibility of each factor positively
(“more” means “better”) and presented the credibility score
using a blue color. However, the AI system in our study is
mainly debunking fake news. According to the framing ef-
fect, human decision-making in risky contexts is influenced
by how a problem is framed (Tversky and Kahneman 1981).
Considerations of compatibility indicate that positive dimen-
sions are weighted more when the task is to accept, whereas
negative dimensions are weighted more when the task is to
reject (Shafir 1993). Thus, we conjecture that the ineffective-
ness of the extra explanations on enhancing fake news detec-
tion could be due to the incompatibility between its positive
framing and the debunking of misinformation.

The factors listed in the explanations are interpretable and
applicable to human decision-making. The reduced accu-
racy rating in the POS condition indicates that participants
might have considered those factors for the real news evalu-



ation. Also, we included two pieces of real news from CNN,
which has been viewed as a source of fake news (Mastrine
2024). Thus, the extra explanation might have “helped” par-
ticipants detect “fake news missed” by the AI system, and
consequently reduced their trust in the system.

Experiment 2
The purpose of Experiment 2 was to investigate the fram-
ing effect by comparing positively-framed explanations with
negatively-framed explanations (RQ1). The experimental
setting was similar to Experiment 1, except that we added
NEG as another between-subjects condition. The POS and
NEG conditions were the same except for the wordings for
bar gauge and the color of the bar chart (see Figures 1 and 2
for the details). All data analyses were conducted in the same
way as Experiment 1, except that perceived accuracy rating
and confidence rating were entered into 2 (news veracity:
real, fake) × 3 (condition: CON, POS, NEG) ANOVAs. The
number of participants included for data analyses is as fol-
lows: 390 (CON), 309 (POS), and 315 (NEG).

Perceived Accuracy Rating. The average results of the
real and fake news for each condition are shown in Fig-
ure 3. Same as Experiment 1, there were main effects of
news veracity, F(1,1011) = 1353.97, p < .001, η2p = .573,
and condition, F(2,1011) = 5.25, p = .005, η2p = .010, but
not their two-way interaction, F(2,1011) = 1.15, p = .316,
η2p = .002. Specifically, participants gave higher accuracy
ratings for the real news (5.40) than for the fake news (3.09).
The average rating of the NEG condition (4.11) was smaller
than those of the CON condition (4.32, p = .010) and the
POS condition (4.31, p = .022), respectively. Post-hoc tests
revealed that the main effect of condition was only signifi-
cant for the fake news (CON: 3.17, POS: 3.22, NEG: 2.89),
F(2,1011) = 3.24, p = .039, η2p = .006, but not the real news
(CON: 5.48, POS: 5.41, NEG: 5.33), F(2,1011) = 2.73, p
= .066, η2p = .005. Thus, participants in the NEG condition
only showed a non-significant trend of reducing their per-
ceived accuracy for the real news. Consequently, the main
effect of condition across the two veracity levels was in a re-
versed direction to what we obtained for the POS condition
in Experiment 1, indicating the framing effect.

Confidence in Accuracy Rating. Figure 3 presents the
average confidence rating of each condition. Different from
Experiment 1, participants were more confident in their rat-
ings of fake news (5.64) than real news (5.51), F(1,1011) =

21.70, p < .001, η2p = .021. Although their confidence
ratings were similar across conditions (CON: 5.60; POS:
5.57; NEG: 5.56), F < 1.0, the interaction of news verac-
ity × conditions was significant, F(2,1011) = 3.66, p =.026,
η2p = .007. Post-hoc tests on the main effect of the condition
were not significant in either veracity, Fs < 1.77. Thus, as
shown by the numerically highest rating of the fake news but
the numerically lowest rating of the real news in Figure 3,
the interaction mainly suggests the main effect of news ve-
racity for the NEG condition but not the other conditions.

Trust in the AI System. Participants’ trust scores varied
across conditions, F(2,1011) = 13.54, p < .001, η2p = .026.

Same as Experiment 1, participants in the CON condition
gave the highest trust score (5.49), which was significantly
higher than those in the NEG condition (5.18, p = .006)
and the POS condition (4.98, p < .001). The trust scores
between the latter two conditions were similar (p = .163).

Influential Credibility. We analyzed the mean values of
the perceived accuracy rating using ANOVA with 3 (factor:
content, source, user comments) as a within-subjects vari-
able and 2 (condition: POS, NEG) as a between-subjects
variable. The main effects of factor, F(2,622) = 4.25, p
= .040, η2p = .007, condition, F(1,622) = 6.02, p = .014,
η2p = .010, and their two-way interaction, F(2,622) = 26.76,
p < .001, η2p = .041, were all significant. Post-hoc pair-
wise comparisons revealed that the factor of user comments
(3.12) showed a higher accuracy rating than the factor of
content (3.01, p = .042), but not significantly different with
the factor of source (3.03, p = .067). Also, the latter two
showed no significant difference (p > .999). Furthermore,
participants in the NEG condition (2.89) gave lower accu-
racy ratings than those in the POS condition (3.22), indicat-
ing the effect of negative framing. Moreover, such an effect
was factor-dependent. Post-hoc pairwise comparisons re-
vealed the framing effect on content (POS: 3.31, NEG: 2.72,
p < .001) and source (POS: 3.21, NEG: 2.84, p = .009), but
not user comments (POS: 3.13, NEG: 3.10, p = .810). In
comparison with the contents or URLs, the user comments
directly debunk misinformation without uncertainty, which
might have resulted in the nonsignificant effect.

Summary and Discussion. In Experiment 2, we further
examined the effects of warning with explanations using
negative framing (NEG) and positive framing (POS). We
found that the negative framing was effective in reducing
participants’ perceived accuracy of fake news. Such results
highlight that it is essential to consider the framing effect in
designing explanation interfaces for the debunking of mis-
information. As suggested by the non-significantly reduced
perceived accuracy for real news, participants in the NEG
condition seemed to have not relied on the AI system for the
evaluation. Same as Experiment 1, they might have lever-
aged factors learned from the explanations and made their
own decisions. Such dependence gap between real and fake
news evaluations was further implied by the numerically
highest confidence rating of fake news but the numerically
lowest confidence rating of real news in the NEG condition.

Experiment 3
Across Experiments 1 and 2, we observed that the partici-
pants did not always depend upon the warning or the warn-
ing with explanations for their accuracy ratings. Especially,
the participants were suspicious when the AI system “failed”
to tag a piece of “fake” news (i.e., a system error of miss).
Such results suggest that beyond local explanations for each
specific decision, participants have concerns about the AI
system’s performance at a global level. Thus, in Experiment
3, we also described the reliability of the AI system’s fake
news detection. We varied it on two levels (low vs. high) and
examined its impacts on the three dependent measures.



The experimental design was the same as Experiment 2
except as noted. We varied the reliability description within
subjects but counterbalanced the order of the two reliabili-
ties between subjects. At the beginning of each phase, the
reliability information of the AI system was presented. We
adapted the instructions of (Chancey et al. 2017). In the low-
reliability phase, we presented, “In this phase, the AI system
to detect fake news could be pretty unreliable, so it probably
will make a lot of mistakes.” In the high-reliability phase,
“In this phase, the AI system to detect fake news would be
pretty reliable, so it probably will NOT make a lot of mis-
takes.” was shown. We used the same news stimuli as Ex-
periments 1 and 2 but split it into two sets (see Figure 1).
In each reliability phase, six pieces of real and six pieces of
fake news were presented, respectively. The two sets were
chosen to have a similar distribution based on the perceived
accuracy ratings of each piece of news in Experiment 2. The
number of participants included for data analyses is as fol-
lows: 359 (CON), 300 (POS), and 309 (NEG).

Perceived Accuracy Rating. Results of the average per-
ceived accuracy ratings are shown in Figure 3. We ran mixed
ANOVAs with 3 (conditions: CON, POS, NEG) × 2 (news
veracity: real, fake) × 2 (reliability: low, high). Same as the
prior experiments, participants clearly distinguished the real
news (5.51) from the fake news (2.15), F(1,965) = 4021.36,
p < .001, η2p = .806. Yet, the perceived accuracy rating of
fake news in Experiment 3 was much lower than those in
the prior experiments, which might be due to the time gap
between experiments. We will discuss it in later sections.

The main effect of reliability, F(1,965) = 56.92, p < .001,
η2p = .056, and the interaction of news veracity × reliabil-
ity, F(1,965) = 67.57, p < .001, η2p = .065, were signifi-
cant. Compared to the low-reliability condition, participants
in the high-reliability condition increased their accuracy rat-
ings for the real news (low: 5.35 vs. high: 5.68, p < .001),
but their accuracy ratings for fake news showed no signifi-
cant differences (low: 2.16 vs high: 2.14, p = .656).

The three-way interaction of news veracity × reliability
× condition was also significant, F(2,965) = 5.72, p = .003,
η2p = .012. For the real news, the increased accuracy rat-
ings in the high-reliability conditions were similar across
conditions (ps < .001). However, for the fake news, only
the participants in the CON condition gave lower perceived
accuracy ratings when the AI system’s reliability became
higher (p = .008) but not those in the other two conditions
(ps > .203). Thus, when the AI system became more reli-
able, it addressed the participants’ concerns about possible
miss errors in the two explanation conditions. Moreover, re-
gardless of the news veracity, it enhanced the participants’
accuracy judgment in the warning-only condition in general.
All the other effects were not significant, Fs < 2.94.

Confidence in Accuracy Rating. Same as Experiment 2,
the main effect of news veracity, F(1,965) = 71.66, p <

.001, η2p = .069, and the interaction of news veracity × con-
dition, F(2,965) = 4.91, p = .008, η2p = .010, were signifi-
cant. The participants showed higher confidence in their rat-
ings of the fake news (5.76) than the real news (5.53). Such

a gap was more evident in the CON (p < .001) and NEG
(p < .001) conditions than in the POS (p = .013) condition.

Participants were more confident in their accuracy ratings
when the AI system’s reliability became higher, F(1,965) =

135.65, p < .001, η2p = .123. There was also an interac-
tions of reliability × veracity, F(1,965) = 7.21, p = .007,
η2p = .007, qualifying the impact of reliability on the con-
fidence rating gap between real and fake news. As shown
in Figure 3, the gap was larger when the system reliabil-
ity was low (0.27) than when it was high (0.18). The in-
teractions of reliability × condition was also significant,
F(2,965) = 10.87, p < .001, η2p = .022. When the AI
system’s reliability was low, participants’ confidence ratings
were similar across the conditions (ps > .796). When the AI
system became more reliable, participants’ confidence rat-
ings varied across the conditions. Specifically, participants’
rating in the CON condition (5.90) was higher than that in
the NEG condition (5.68, p = .007), both of which showed
no significant difference compared to that of the POS con-
dition (5.73, ps > .052). Such results are in agreement with
the better accuracy judgment obtained for the CON condi-
tion. No other significant effects were observed, Fs < 1.67.

Trust in the AI System. Participants’ trust scores varied
across conditions, F(2,965) = 8.41, p < .001, η2p = .017.
Post-hoc pairwise comparisons showed that the participants
trust the CON condition the most (5.10), followed by the
NEG condition (4.77, p = .003) and the POS condition
(4.73, p < .001). Participants gave a higher trust score for
the system of high reliability (5.21) than that of low reliabil-
ity (4.52), F(1,965) = 331.51, p < .001, η2p = .256. There
was no interaction of reliability × condition, F < 1.0.

Influential Credibility. We analyzed the perceived accu-
racy rating results using the same method as Experiment 2.
Only the main effect of factor was significant, F(2,607) =

9.98, p < .001, η2p = .016. Post-hoc pairwise comparisons
revealed that the factor of user comments (2.10) showed
lower accuracy rating (ps < .018) than the factors of source
(2.20) and content (2.27), but the latter two showed no sig-
nificant difference (p = .221). Thus, when the AI system re-
liability became varied, participants might have relied more
on the direct debunking in user comments for the evaluation.

Summary and Discussion. The results of Experiment 3
verified that the AI system’s reliability is critical to address-
ing participants’ suspicions about the AI system’s decision
on real news in the two explanation conditions. Moreover,
we observed that impacts of the system reliability on the ac-
curacy rating of fake news varied across the conditions: par-
ticipants in the CON condition became less worried about
mistakenly labeled fake claims (i.e., a system error of false
alarm) when the AI system’s reliability increased, whereas
no significant difference was obtained in the two explana-
tions conditions, implying the influence of other factors.
While confidence results did not yield the exact pattern as
the accuracy rating results, they generally agreed with each
other. For the trust measure, we obtained the main effects of
condition and reliability but not their interaction, suggesting
two different bases for participants’ trust in the AI system.



General Discussion
Across three experiments, we evaluated the effect of explain-
ing how an AI system debunks fake news on humans’ detec-
tion of misinformation with a warning. We proposed credi-
bility explanations in both positive framing (i.e., POS) and
negative framing (i.e., NEG) and examined the framing ef-
fect in Experiment 2. In Experiment 3, we further varied the
AI system’s reliability (i.e., whether or not the AI system
will make a lot of mistakes).

We obtained evidence of the framing effect: participants
who were exposed to the credibility explanation under the
negative framing gave lower accuracy ratings for fake news
and tended to be more confident in their accuracy decisions
than those exposed to the explanation under the positive
framing (RQ1). However, the participants in the two expla-
nation conditions did not always depend on the warning or
warning with explanations for detecting misinformation. In
particular, they became suspicious about false negatives (i.e.,
the AI system error due to miss). Furthermore, we found
that the system’s reliability was critical to address such sus-
picions of the participants (RQ2). Across the three experi-
ments, we obtained two bases of participants’ trust in the AI
system (i.e., more trust in the warning and more trust when
the AI system became more reliable, RQ3).

The Framing Effect on Explaining Fake News
Debunking Decision
Our findings corroborate the framing effect, a previously
under-investigated aspect in explaining an AI system’s deci-
sion to debunk fake news. Moreover, in line with the princi-
ple of compatibility (Proctor and Reeve 1990; Shafir 1993),
our study results suggest that the explanations under the neg-
ative framing (i.e., “more false” and red color) are more
compatible with the AI system’s decision to “dispute” the
news claim than the explanations under the positive fram-
ing (i.e., “more credible” and blue color). Thus, the explana-
tions might have been more intuitive for the participants to
interpret when debunking misinformation. Such results are
also in agreement with prior research showing that users are
likely to rely more on negative information than positive in-
formation to reject apps (Choe et al. 2013; Chen et al. 2015).

Theories of human memory in cognitive psychology have
been leveraged to inform our understanding of human’s
susceptibility to misinformation (Loftus 2005; Pennycook,
Cannon, and Rand 2018; Lee et al. 2023). The current work
shed light on the other cognitive factors that can be consid-
ered and further explored in future XAI work.

We deployed three human understandable and inter-
pretable factors in the bar chart. The results of Experiment
2 showed that the framing effect is factor-dependent. Par-
ticularly, the effect is only evident for factors involving un-
certainty (e.g., contents and URLs). Thus, our findings also
point out the nuance aspect for further investigation.

The Impacts of System Reliability
With the implied truth effect (Pennycook et al. 2020), it is
expected that participants should have little doubt in judg-
ing real news when fake news warnings are absent. Oppo-

site to the prediction, our studies showed that participants
did not credit real news cases by default but had concerns
about miss errors (i.e., false negatives) of the AI system re-
gardless of the framing. Also, we included two pieces of real
news from CNN, which has been viewed as a source of fake
news (Mastrine 2024). Thus, the extra explanations seemed
to have helped participants detect some “miss errors” and
made them more conservative in detecting fake news. Such
results are consistent with prior work, which showed that
when automation systems make miss errors, users reduce
their reliance on the system (Dixon, Wickens, and McCar-
ley 2007; Rice 2009). Reliance refers to the status in which
users refrain from a response when the system is silent or in-
dicating normal operation (Chancey et al. 2017). When par-
ticipants were informed of the increased system reliability,
their criterion of judging a piece of news as fake was ad-
justed. Thus, the accuracy rating of real news was increased
and no differences were observed across the conditions.

We also obtained a somewhat floor effect (Cavanagh
2017) on the fake news accuracy rating in Experiment 3
compared to Experiments 1 and 2. One possible explanation
is that participants might have been able to detect the fake
news without any warning or explanation since the news
set we implemented was collected in late 2021 while Ex-
periment 3 was conducted in 2022. Moreover, participants
in the CON condition reduced their perceived accuracy rat-
ing of fake news when the AI system became more reliable.
Such higher compliance (i.e., users respond when a signal is
issued) suggests that participants became less worry about
any false alarm (i.e., false positive) of the AI system.

Yet, we did not obtain such results in the two explana-
tion conditions, indicating that participants might have not
varied their dependence on the AI system decision for the
fake news evaluation. During design, we arbitrarily assigned
score values to each factor in the bar chart. Participants
might have questions about the quality of the AI explana-
tions across the different fake claims (e.g., a score of “1” for
Twitter in one trial and a score of “5” in another trial). Fu-
ture work could better control the accountability of the AI
explanations.

It is noteworthy that AI systems are not always reliable,
showing errors of false alarm (i.e., false positives) or miss
(i.e., false negatives). Our findings highlight the importance
of informing users of the possible error types of AI systems
(Kocielnik, Amershi, and Bennett 2019) and further investi-
gating the interaction between AI system reliability and dif-
ferent error types.

Trust in the Warning
A higher trust score was consistently obtained in the warn-
ing only condition, which are in agreement with findings in
previous studies (Seo, Xiong, and Lee 2019; Epstein et al.
2022). Such results can be understood by the effect of famil-
iarity on trust. Literature in different fields has shown that
familiarity contributes to building trust (Gulati 1995; Barr
1999; Zhang, Ghorbani et al. 2004; Gulati and Sytch 2008).
While the proposed warning explanations in our study were
novel to the participants, they could be familiar with the
warning label, which originated from Facebook. Moreover,



the warning icon and red color have been widely used in ev-
eryday life to indicate risks or hazards (Wogalter, DeJoy, and
Laughery 1999). Therefore, even though participants’ accu-
racy decisions could be influenced by the extra explanations,
they still showed more trust in the warning itself.

System performance has been proposed as one of the
bases for human-automation trust (Lee and See 2004). We
explicitly varied the AI system’s performance along two lev-
els in the descriptions, thus a degraded trust was evident
when the AI system became unreliable. Moreover, we did
not obtain any interaction between the effects of warning
and reliability, suggesting that human trust in AI systems is
multi-faceted.

Limitations
There are several limitations in the current study. First, we
chose to recruit MTurk workers for a large sample. Although
MTurk workers’ demographics are more diverse compared
to college students’ (Weigold and Weigold 2021), they do
not represent the whole population (Burnham, Le, and Pied-
mont 2018). Future studies could consider more comprehen-
sive recruiting methods. Second, we observed a larger per-
ceived accuracy gap between real news and fake news in
Experiment 3 compared to Experiments 1 and 2. One possi-
ble reason might be due to using MTurk toolkit provided by
CloudResearch in Experiment 3, which could effectively ex-
clude inattentive workers and enhance data quality (Hauser
et al. 2022). Another possible reason could be the time
gap between experiments. Experiment 3 was launched about
eight months after Experiment 2 due to a natural delay in
the research process. Consequently, participants might have
been aware of the news veracity before the study. Third,
it can be difficult for platforms to disclose the reliability
of their misinformation-detecting systems. However, social
media platforms such as Facebook and Twitter have been ac-
tively responding to mitigate fake news and are well aware
of the issue of information transparency.5 Thus, if our find-
ings could be continuously verified through follow-up stud-
ies, there is a good chance that those platforms will take the
initiative to introduce warnings with explanations and pro-
vide reliability information to online users. Lastly, our warn-
ing with explanation could be unfamiliar or not intuitive
for some participants. Therefore, if some designers consider
creating a warning with explanations, then they may want
to consider users’ graph literacy and highlight the contents’
credibility information, which was considered the most for
participants’ perceived accuracy rating.

Conclusion
In order to verify the effect of a warning with explanations,
we conducted three experiments. We found that the effect of
a warning with explanations on participants’ perceived ac-
curacy rating depends on the reliability of the AI system.
If the reliability information is unknown, the negatively-
framed warning with explanations is more influential to par-
ticipants, as they did not trust the system. When the relia-
bility of the system was known to be high, a warning with

5https://transparency.fb.com/

explanations was not in effect, rather only a warning mes-
sage was effective. Accordingly, if the level of reliability of
the fake news detection system cannot be revealed, provid-
ing a warning with negatively framed explanations showing
how the AI system evaluated news veracity can assist partic-
ipants in avoiding fake news.

Broader Impact and Ethical Statement
Our research protocol was approved by the Institutional Re-
view Board (IRB) of the authors’ institution. We asked for
informed consent from each participant. We made sure to
take suitable steps in our data collection and analysis to en-
sure an ethical study and preserve user privacy. In addition,
we did not name any MTurk accounts in this paper to pro-
tect participants’ privacy. Moreover, we note that we did not
debrief the participants. Although we labeled warnings on
all fake news in the experiments, we acknowledge that the
lack of debriefing in our experiments could have potentially
harmful effects on some participants. However, the prior
studies showed that misinformation studies did not signifi-
cantly increase participants’ long-term susceptibility to mis-
information used in the experiments (Murphy et al. 2020).
With the development of AI, the expectation of trustwor-
thy AI has increased. Transparency is an important factor
for trustworthy AI. Our work addresses AI transparency at
the levels of the entire system and specific predictions. Our
findings reveal the unintended negative consequences by fo-
cusing on specific predictions only. Thus, it is essential to
explain how an AI system behaves in a particular case and
how it functions in general.
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