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Abstract

Political misinformation, particularly harmful when it aligns
with individuals’ preexisting beliefs and political ideologies,
has become widespread on social media platforms. In re-
sponse, platforms like Facebook and X introduced warning
messages leveraging fact-checking results from third-party
fact-checkers to alert users against false content. However,
concerns persist about the effectiveness of these fact-checks,
especially when fact-checkers are perceived as politically bi-
ased. To address these concerns, this study presents findings
from an online human-subject experiment (N=216) investi-
gating how the political stances of fact-checkers influence
their effectiveness in correcting misbeliefs about political
misinformation. Our findings demonstrate that partisan fact-
checkers can decrease the perceived accuracy of political mis-
information and correct misbeliefs without triggering back-
fire effects. This correction is even more pronounced when
the misinformation aligns with individuals’ political ideolo-
gies. Notably, while previous research suggests that fact-
checking warnings are less effective for conservatives than
liberals, our results suggest that explicitly labeled partisan
fact-checkers, positioned as political counterparts to conser-
vatives, are particularly effective in reducing conservatives’
misbeliefs toward pro-liberal misinformation.

Introduction

The widespread use of social media for news consumption
has played a significant role in the dissemination of misin-
formation and fake news (Allcott and Gentzkow 2017; Lazer
et al. 2018). During critical events such as the COVID-19
pandemic, misinformation has contributed to harmful out-
comes, including vaccine hesitancy and the adoption of un-
proven treatments (Caceres et al. 2022). It can also shape
public opinion on key societal issues and distort individu-
als’ perceptions of facts and beliefs (Meng, Broom, and Li
2023). Understanding the factors that make people suscep-
tible to misinformation, as well as strategies to correct mis-
beliefs, is essential for mitigating its impact and preventing
future harm.

Misinformation becomes particularly pervasive when it
involves political topics—often referred to as political mis-
information (Jerit and Zhao 2020). This type of misinforma-
tion is especially persistent because it aligns with people’s
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preexisting beliefs and political ideologies (Bode and Vraga
2015; Garrett, Nisbet, and Lynch 2013; Jerit and Barabas
2012; Taber and Lodge 2006), making it challenging to cor-
rect the associated misbeliefs (Jerit and Zhao 2020; Mor-
ris, Morris, and Francia 2020; Prike and Ecker 2023; Walter
et al. 2020).

In response to the spread of misinformation on social me-
dia, researchers and platforms like Facebook and Twitter
(now ‘X’) have explored various strategies to counter mis-
information, including the use of warning messages (Bode
and Vraga 2018; Clayton et al. 2020; Pennycook, Cannon,
and Rand 2018; Seo, Xiong, and Lee 2019). To achieve
this, platforms often collaborate with independent fact-
checkers certified by the International Fact-Checking Net-
work (IFCN)'. For instance, Meta® partners with IFCN-
certified fact-checkers to add warning messages that alert
users to misinformation.

Despite the IFCN’s emphasis on non-partisanship, re-
search in academia (Marietta, Barker, and Bowser 2015;
Mena 2019; Soprano et al. 2024) and analyses by media
outlets such as AllSides® and Ad Fontes Media* suggest
that some fact-checkers may exhibit political biases. All-
Sides, for example, evaluates fact-checker bias and incor-
porates user feedback to update its bias chart, which re-
flects users’ perceptions of political bias in fact-checkers
and potentially influences their views of the fact-checkers’
credibility. (Van der Linden, Panagopoulos, and Roozen-
beek 2020). In such cases, individuals may place greater
trust in fact-checkers whose political stances align with their
own, rather than those with opposing views (Van der Linden,
Panagopoulos, and Roozenbeek 2020), potentially impact-
ing both the perceived credibility of the fact-checkers and
the effectiveness of their corrections (Guillory and Geraci
2013; Prike and Ecker 2023; Seo et al. 2022). For in-
stance, Meta recently announced the removal of third-party
fact-checkers on Facebook and Instagram, citing concerns

"https://ifcncodeofprinciples.poynter.org/signatories
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piloting a community-based system (Community Notes) within
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about political bias of the fact-checkers and its impact on
trust. Meta CEO Mark Zuckerberg acknowledged that while
this move aims to reduce perceived bias, it could poten-
tially allow harmful content to appear (Suciu 2025). Fur-
thermore, prior research indicates that the effectiveness of
corrections to misinformation can vary by political ideol-
ogy, with conservatives possibly less influenced by fact-
checking messages than liberals (Morris, Morris, and Fran-
cia 2020). However, the influence of political stance con-
gruency between fact-checkers and the individuals consum-
ing their messages, particularly regarding the effectiveness
of corrections, remains underexplored. Addressing this gap,
and given the limited prior research on how a fact-checker’s
political stance impacts the efficacy of fact-checking mes-
sages in polarized contexts, this study investigates the fol-
lowing three research questions (RQs):

¢ RQI1 [Correction Effectiveness by Fact-Checker Congru-
ence]: Do participants reduce more misbeliefs in political
misinformation when the warning message comes from
a fact-checker with a politically congruent stance, com-
pared to one with a politically incongruent stance?

¢ RQ2 [Correction Effectiveness by Misinformation Con-
gruence]: Does the effectiveness of the correction differ
between congruent and incongruent political misinfor-
mation?

¢ RQ3 [Correction Effectiveness by Participant Ideology]:
Does the effectiveness of fact-checking corrections vary
between liberal and conservative participants?

We conducted an online experiment to examine whether
fact-checking messages from partisan fact-checkers can cor-
rect misbeliefs (RQ1) without triggering a backfire effect,
a phenomenon where corrections unintentionally strengthen
misbeliefs instead of reducing them (Nyhan and Reifler
2010). We also explored how the political stance of misin-
formation influences perceived accuracy and interacts with
participants’ political ideologies, affecting the effectiveness
of fact-checking messages (RQ2). Lastly, we analyzed dif-
ferences between liberals and conservatives in the effective-
ness of corrections (RQ3).

Our results showed that fact-checkers, regardless of their
political bias, effectively reduced misbeliefs about misin-
formation (RQ1) without causing backfire effects. Further-
more, fact-checking was more effective for congruent misin-
formation than for incongruent misinformation (RQ2). For
conservatives, corrections from politically incongruent fact-
checkers were particularly effective in reducing misbeliefs
(RQ3), although this effect was not observed for liberals.

Related Work

Misinformation on Social Media: The Impact of
Fact-Checking Warning Messages

Research has demonstrated that warning messages on social
media can effectively reduce belief in misinformation (Clay-
ton et al. 2020; Lu et al. 2022; Martel and Rand 2023;
Pennycook, Cannon, and Rand 2018; Seo, Xiong, and Lee
2019; Yaqub et al. 2020). For instance, Facebook’s warn-
ing labels—such as “Disputed” and “False Information —

Checked by independent fact-checkers”—have been shown
to decrease both sharing intentions and the perceived ac-
curacy of misinformation (Martel and Rand 2023; Penny-
cook, Cannon, and Rand 2018; Seo, Xiong, and Lee 2019).
Bode and Vraga (2015) investigated the effect of Facebook’s
“Related Articles” feature, which presents additional links
alongside posts, on the perception of misinformation. Their
findings suggest that when these related articles include cor-
rective information, users’ belief in misinformation is sig-
nificantly reduced. Building on these insights, this study em-
beds both warning labels and related-article-style correction
messages into its experimental stimuli (see Figure 1) to as-
sess their effectiveness in reducing belief in misinformation.

Political Misinformation: Political Stance
Congruency and Its Correction

Research consistently shows that individuals are more sus-
ceptible to misinformation that aligns with their political
beliefs, highlighting the impact of political-stance congru-
ency on misinformation (Frenda et al. 2013; Gao et al. 2018;
Xiong et al. 2023). This congruency often makes it diffi-
cult for individuals to update their beliefs, even when faced
with corrections (Bode and Vraga 2015; Garrett, Nisbet,
and Lynch 2013; Jerit and Barabas 2012; Taber and Lodge
2006). However, studies examining the effectiveness of cor-
rections in addressing political misinformation have yielded
mixed results. (Jerit and Zhao 2020; Prike and Ecker 2023;
Walter et al. 2020).

Some studies have found that corrections can effectively
reduce belief in both politically congruent and incongru-
ent misinformation, suggesting their potential to mitigate
misbeliefs regardless of partisan alignment (Swire et al.
2017; Swire-Thompson et al. 2020). For example, Swire-
Thompson et al. (2020) conducted an experiment with
1,501 U.S. residents and found that supporters of Trump
or Sanders were more likely than non-supporters to believe
statements made by their respective politicians, regardless
of whether the statements were factual or misinformation.
However, correction messages effectively reduced belief in
misinformation from both politicians, regardless of the par-
ticipants’ alignment. Similarly, Nyhan et al. (2020) exam-
ined responses to fact-checks of Donald Trump’s claims
from his 2016 convention speech and a general election de-
bate. They found that Trump supporters believed his claims
more than Clinton supporters, but fact-checking reduced
misinformation beliefs for both groups, with Trump support-
ers adjusting their beliefs less. Additionally, Hameleers and
van der Meer (2020) showed that fact-checking messages
can significantly reduce agreement with politically congru-
ent misinformation and help mitigate political polarization.

Conversely, other studies suggest that the impact of cor-
rections on political misinformation is limited and varies
based on individuals’ political ideologies (Jennings and
Stroud 2023; Morris, Morris, and Francia 2020; Yaqub et al.
2020). For instance, Morris, Morris, and Francia (2020) con-
ducted an experiment with 1,284 participants using fact-
checking messages from a non-partisan source on news sto-
ries critical of either Democrats or Republicans. They found
that participants’ likelihood of recognizing the truth was



mainly influenced by the consistency of the information with
their preexisting partisan and ideological beliefs, with con-
servatives being less persuaded by fact-checking messages
than liberals. The researchers suggested that this difference
may stem from varying levels of trust in experts and in-
stitutions that present themselves as nonpartisan, particu-
larly in the context of a highly polarized political environ-
ment. (Morris, Morris, and Francia 2020).

Additionally, Nyhan and Reifler (2010) found that fact-
checking corrections on political misinformation, such as
the claim that Iraq had Weapons of Mass Destruction
(WMD), were not only ineffective but sometimes backfired,
reinforcing misbeliefs among some conservatives who were
strongly aligned with the misinformation. However, more
recent studies suggest that fact-checking is unlikely to trig-
ger a backfire effect, even on highly polarized issues (Ecker,
Lewandowsky, and Chadwick 2020; Prike et al. 2023; Wood
and Porter 2019). Swire-Thompson, DeGutis, and Lazer
(2020) present a comprehensive review of the backfire ef-
fect literature, concluding that it is not a robust empirical
phenomenon. Their findings reassure practitioners that fact-
checking rarely leads to increased belief in misinformation
at the group level. The authors further emphasize the impor-
tance of employing rigorous methodologies and delivering
clear corrective messaging to maximize the effectiveness of
fact-checking efforts.

Source Credibility and Media Bias

Research shows that source credibility significantly impacts
the effectiveness of corrections (Guillory and Geraci 2013;
Martel and Rand 2023; Prike and Ecker 2023; Seo et al.
2022; Vraga and Bode 2018). For instance, Vraga and Bode
(2018) found that corrections paired with credible sources
on platforms like Facebook and Twitter (now ‘X’) effec-
tively reduce misperceptions about misinformation. Sim-
ilarly, Seo et al. (2022) demonstrated that source credi-
bility influences participants’ acceptance of corrections on
COVID-19 misinformation. These findings underscore the
importance of how fact-checkers are perceived when deliv-
ering fact-checking messages.

Media, including fact-checkers, can exhibit political bias
in various ways (Marietta, Barker, and Bowser 2015; Mena
2019; Soprano et al. 2024). For instance, they may show
coverage bias by predominantly reporting negative news
about a specific party or ideology, such as frequently label-
ing statements from certain politicians as false (D’Alessio
and Allen 2000; Eberl, Boomgaarden, and Wagner 2017).
They may also exhibit agenda-setting bias by focusing on
particular political figures and topics that align with their
favored policies (Eberl, Boomgaarden, and Wagner 2017;
Brandenburg 2006; Hofstetter and Buss 1978; Groeling
2013). Despite these biases, media and fact-checkers can
still provide accurate information.

Jia and Lee (2024) further highlight the importance of hu-
man expertise in fact-checking, showing that fact-checking
labels created by professional fact-checkers or journalists
are perceived as more effective than those generated by al-
gorithms or users. This highlights the lasting importance of
human fact-checkers, even amidst the rapid advancement

of automated fact-checking systems. Their finding also em-
phasizes the critical role of human judgment in the fact-
checking process, despite the potential for inherent biases
in their evaluations.

Swire et al. (2017) examined the impact of fact-checking
sources by categorizing them into three conditions: ‘accord-
ing to Democrats,” ‘according to Republicans,” and ‘accord-
ing to a non-partisan fact-checking website,” focusing on
misinformation attributed to Donald Trump. They found that
the source’s political stance had minimal impact on the ef-
fectiveness of fact-checking messages, with significance ob-
served only among Republican non-supporters of Trump,
but not for Republican supporters of Trump or Democrats.
Post-hoc analysis showed that corrections from Republi-
cans further reduced the perceived accuracy of misinfor-
mation for these participants compared to corrections from
Democrats or non-partisan sources. This led the authors
to reject their hypothesis that corrections from ‘unlikely
sources’ (e.g., a Republican correcting misinformation from
another Republican) would be more effective. This finding
contrasts with Berinsky (2015), who found that countering
political rumors with corrections from unlikely sources en-
hances individuals’ readiness to dismiss such rumors, mak-
ing unlikely sources more effective than likely ones, regard-
less of political ideology.

However, their experimental setting accounted for not
only the political stance of the corrections (i.e., whether
they came from Republicans or Democrats), which influ-
enced the perceived trustworthiness of the source across
different political ideologies, but also the source’s exper-
tise (e.g., third-party fact-checking websites versus politi-
cians with vested interests in Donald Trump’s statements)
as factors affecting the effectiveness of corrections (Yaqub
et al. 2020). Consequently, the study conflated two aspects of
credibility—trustworthiness and expertise—within a single
independent variable of the fact-checking message’s source,
complicating the assessment of the impact of fact-checking
messages (McGinnies and Ward 1980). Additionally, their
study was limited to statements from Donald Trump and did
not consider statements from other political figures.

In our study, we standardized the source of fact-checking
messages to a fact-checker, varying only the political stance
of the fact-checker (leaning either liberal or conservative).
In the context of fact-checking, the perceived political
alignment between fact-checkers and fact-checked claims
can significantly shape how the corrections are interpreted
(also known as the messenger effect; McGinnies and Ward
1980; Petty and Cacioppo 1986), particularly when the fact-
checker’s political ideology aligns with the recipient’s ide-
ological stance. This study investigates this dynamic in the
context of corrections made by partisan fact-checkers on so-
cial media, a topic that remains underexplored in the litera-
ture.

Present Study

Political misinformation is particularly persistent, and pre-
vious research shows mixed results regarding the effective-
ness of fact-checking messages in correcting misbeliefs as-
sociated with it. The effectiveness of the corrections often



depends on the perceived credibility of the source, such
as fact-checkers, who may be viewed as politically biased.
Since perceptions of fact-checkers can vary based on indi-
viduals’ political ideologies, the effectiveness of corrections
from fact-checkers can differ among people, even when the
correction messages are identical.

While studies show that fact-checkers frequently review
the same misinformation and usually agree on their ver-
dicts (Amazeen 2015, 2016; Lee et al. 2023), it remains
unclear which fact-checker is most effective when multi-
ple sources debunk the same misinformation on social me-
dia. This study examines how the partisan identity of fact-
checkers influences the effectiveness of misinformation cor-
rections. While prior research has established the general ef-
ficacy of fact-checking (Amazeen 2015; Clayton et al. 2020;
Martel and Rand 2023; Nyhan and Reifler 2010; Pennycook,
Cannon, and Rand 2018), this work uniquely contributes by
investigating the underexplored role of a fact-checker’s per-
ceived political stance.

Method
Materials

For our main study, we selected six real and six fake head-
lines related to U.S. politics, with each set containing three
pro-liberal and three pro-conservative headlines, ensuring
an even split of viewpoints within both the real and fake
categories. All headlines were presented in a standardized
format: text-based, standalone (without accompanying im-
ages), concise (one to three sentences), and free of gram-
matical errors or expressive punctuation (e.g., exclamation
marks). This standardization ensured that participants could
not use superficial cues to distinguish real headlines from
fake ones. Furthermore, we intentionally chose items that
were not too recent, published on or before June 2023, to re-
duce the likelihood that people would clearly remember the
content.

To achieve this, the first author initially selected 12 real
and 12 fake headlines, labeling each for political bias (pro-
liberal or pro-conservative). Other authors then indepen-
dently labeled the political bias of all 24 headlines. If there
was agreement among all authors, the headline was retained;
if not, the first author replaced the disputed headline with a
new one. This iterative process continued until 24 consis-
tently labeled headlines were confirmed. We then conducted
a pretest (Pennycook et al. 2020; Xiong et al. 2023) on the
crowdsourcing platform Prolific to identify 12 headlines that
met two criteria: 1) validation of the accuracy of our politi-
cal bias labels (pro-liberal or pro-conservative), and 2) bal-
anced strength of political leanings between pro-liberal and
pro-conservative headlines across both real and fake news
categories. Based on the pretest results, we selected 6 real
headlines and 6 fake headlines, evenly divided between pro-
liberal and pro-conservative, for use in our main study. The
supplementary material® provides further details on how the
pretest was conducted.

Real headlines were sourced from reputable outlets such
as CNN and Fox News, ensuring that none had been previ-

>Supplementary material is available at tiny.cc/leeetal25supp

ously debunked by fact-checkers. Fake headlines were ob-
tained from fact-checking websites like Snopes, PolitiFact,
and CheckYourFact.com, selecting only those that had been
debunked by both left-leaning and right- (or center-) lean-
ing fact-checkers, according to the AllSides Fact Check
Bias Chart version 3.0°. This approach was intended to en-
hance the ecological validity of our study by using the same
fact-checking warning message from either a left-leaning
(Blue Fact-Checker) or right-leaning (Red Fact-Checker)
fact-checker. The supplementary material provides further
details on the selection process for the fake headlines. To fur-
ther enhance ecological validity, each headline was incorpo-
rated into a Facebook post format, depicting a user sharing a
link from another social media post containing that headline
(see Figure 1).
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Figure 1: Example of the experimental stimulus under the
Blue Fact-Checker condition with a fake headline. The Red
Fact-Checker condition is identical, except it includes a red
fact-checker icon and the label “Red Fact-Checker.” In the
No Fact-Checker condition, no warning tags or related arti-
cles are shown and only the shared social media link with
the headline is presented. The headline content remains the
same across all three fact-checker conditions. For real head-
line stimuli, the format is the same as the No Fact-Checker
condition, but displays a real headline instead.

Participants

We designed our study using Qualtrics and published it on
the online crowdsourcing platform, Prolific, to recruit par-
ticipants in April 2024. The study involved a set of news
items primarily focused on U.S. politics, written in English,
and formatted as Facebook posts. Thus, to ensure relevance
and quality of responses, we prescreen participants based on
several criteria: current residency in the United States, U.S.
nationality, English as a first language, over 10 years of res-
idence in the U.S., age over 18, monthly use of social media
platforms such as Facebook or X, completion of more than

Shttps://www.allsides.com/media-bias/fact-check-bias-chart



ltem Options Participant Political Stance
Liberals | Conservatives
(N=110) (N=106)
Female 60.0% 42.5%
Gender Male 37.3% 57.5%
Other 1.8% 0.0%
Prefer not to answer 0.9% 0.0%
18~29 13.6% 11.3%
30~39 34.5% 21.7%
Age 40~49 18.2% 22.6%
50~59 20.0% 19.8%
60 or above 13.6% 24.5%
Prefer not to answer 0.0% 0.0%
High school degree or less 24.5% 30.2%
Associate degree 17.3% 16.0%
Education Bachelor’s degree 43.6% 38.7%
Graduate degree 11.8% 11.3%
Others 2.7% 3.8%
Prefer not to answer 0.0% 0.0%
White / Caucasian 72.7% 87.7%
Black / African American 15.5% 3.8%
Asian 9.1% 4.7%
Ethnicity | Hispanic / Latino 5.5% 6.6%
American Indian / Alaskan Native 0.9% 0.9%
Other 0.9% 0.0%
Prefer not to answer 0.0% 0.0%

Procedure

Only participants who met the prescreening criteria (see Par-
ticipants section) were eligible to participate in our task on
Prolific. After accepting the task, they were directed to an
online survey hosted on Qualtrics (see Figure 2 for the study
flowchart). Participants first reviewed and provided consent
through a consent form. Following this, they were randomly
assigned to one of three conditions: Blue Fact-Checker, Red
Fact-Checker, or No Fact-Checker. All participants viewed
the same 12 news items (6 real, 6 fake), evenly split between
pro-liberal and pro-conservative viewpoints, presented as
Facebook posts (see Figure 1) in random order. Participants
rated the accuracy of each headline on a 7-point scale from
Very Inaccurate (1) to Very Accurate (7). An attention check
was included, requiring participants to select the specified
correct option for one randomly presented question in addi-
tion to the 12 posts.

Table 1: Demographic information of the 216 participants in
the main study, categorized by political stance. Participants
were allowed to select multiple ethnicities, which result in
percentages exceeding 100% in the ethnicity category.

10 tasks on Prolific, and a minimum approval rate of 95%
or higher. Additionally, each Prolific worker is allowed only
one participation in our study. The study took approximately
7 minutes to complete, so we paid each participant $1 upon
completion of our survey. We obtained IRB approval.

To determine the sample size for our main study, we
conducted a power analysis using G-Power 3.1 (Faul et al.
2007). Focusing on the accuracy of fake news, we used
a 3 (fact-checker condition: Congruent vs. Incongruent vs.
No Fact-checker) x 2 (News Leaning: Congruent vs. Incon-
gruent) mixed ANOVA. Assuming a median effect size (f=
0.25) for the fact-checking warning effects (Martel and Rand
2023), with an alpha level of 0.05 and a power of 0.80. This
analysis suggested a requirement of 120 participants. To en-
sure sufficient power for subgroup analyses and account for
variability in online studies conducted on Prolific, we dou-
bled the number and published 240 tasks. Using the pre-
screening function of Prolific, we recruited 120 participants
whose U.S. political affiliation is Democrat and another 120
whose affiliation is Republican. Additionally, participants
who took part in the pretest were excluded from the main
study to prevent bias.

To maintain data quality, we established exclusion crite-
ria: we excluded two responses due to duplicate IP addresses
and two for selecting the same answer across all 12 news
items (i.e., straight-lining). Additionally, at the end of our
study, we asked participants to self-identify their political
stance on a 5-point scale from Very Liberal to Very Conser-
vative. Twenty participants showed contradictions between
their political affiliations on Prolific and their responses in
our study (e.g., listed as Democrat on Prolific but identified
as Conservative in our study). Consequently, we excluded a
total of 24 responses, leaving 216 for data analysis.

Participants
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Figure 2: Overview of the Study Flowchart.
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Fact-Checker
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Figure 3: Icons used for the Blue Fact-Checker (left) and the
Red Fact-Checker (right).

The presentation of fact-checking messages for fake news
varied depending on the condition. In the No Fact-Checker
condition, no warning tags or messages were displayed, and
participants evaluated the posts based solely on their judg-
ment of the headlines. In contrast, the Blue and Red con-
ditions included a warning tag and a fact-checking mes-
sage accompanying the fake news posts. Before viewing
the posts, participants saw a description about the biases of
their assigned Fact-Checker: those in the Blue condition saw
an explanation describing the Blue Fact-Checker as lean-
ing liberal and often labeling statements from conservative
politicians as false, while those in the Red condition saw
an explanation describing the Red Fact-Checker as leaning
conservative and frequently labeling statements from lib-
eral politicians as false (Brandenburg 2006; D’ Alessio and
Allen 2000; Eberl, Boomgaarden, and Wagner 2017; Groel-
ing 2013; Haselmayer, Wagner, and Meyer 2017; Hofstet-
ter and Buss 1978; Lichter 2017). Example headlines illus-
trating these biases were also provided (see supplementary



material for the full description of each Fact-Checker). In
the No Fact-Checker condition, no explanation about fact-
checkers was given. These explanations were accompanied
by the corresponding Blue or Red Fact-Checker icons (see
Figure 3).

After reading the fact-checker description, participants
rated the perceived favorability of their assigned Fact-
Checker towards Democrats versus Republicans as a com-
prehension check. For example, participants in the Blue con-
dition were asked: “Based on the explanation above, how
would you rate the Blue Fact-Checker’s favorability towards
Democrats versus Republicans?” The rating scale ranged
from ‘Very favorable to Democrats (1),” through ‘Neutral
(4), to “Very favorable to Republicans (7). If their re-
sponse did not align with the provided description (e.g.,
those in the Blue condition who indicated that the Blue Fact-
Checker is neutral or favorable towards Republicans), they
were prompted to review the description again before pro-
ceeding. Of the 216 participants, 17 (7.9%) initially misun-
derstood the partisan alignment of the fact-checkers. Partic-
ipants whose responses aligned with the description contin-
ued directly to the news rating task.

Participants evaluated the accuracy of the 12 headlines,
with those in the Blue and Red conditions seeing addi-
tional fact-checking tags and messages for the 6 fake news
posts. The content of these messages was consistent across
both conditions and based on previously debunked articles
from fact-checking websites (see Figure 1 for an example).
Finally, participants completed demographic questions and
self-identified their political stance (see Table 1).

Data Analysis

The dependent measure in our main study is participants’
perceived accuracy ratings of the headlines. Our study in-
cludes four independent measures: 1) veracity (real, fake), 2)
participants’ self-identified political ideology (liberal, con-
servative), 3) news stance (pro-liberal, pro-conservative),
and 4) fact-checker condition (blue, red, no fact-checker).

We first examined how political stance congruency im-
pacts participants’ perceived accuracy ratings. We calcu-
lated the average perceived accuracy ratings based on par-
ticipants’ self-identified political ideology aligned with news
stance (i.e., congruent news vs. incongruent news), and fact-
checker condition (i.e., congruent fact-checker vs. incongru-
ent fact-checker vs. no fact-checker). For example, for con-
servative participants, the average perceived accuracy rating
of pro-conservative news was calculated as congruent news,
while that of pro-liberal news was calculated as incongruent
news, and vice versa for liberal participants. Similarly, for
conservative participants assigned to the Red Fact-Checker
condition, this was considered the congruent fact-checker
condition, those in the Blue Fact-Checker condition were
considered to be in the incongruent fact-checker condition,
and those in the no fact-checker condition remained as such.

Later, to examine differences across various political
stances, we dissected the congruency into each specific po-
litical stance and included all four independent measures in
our analysis of the effects of political stance.

Result
Analysis of Congruency Effects

We conducted a mixed-design ANOVA with a 2 (veracity:
real, fake) x 2 (news stance: congruent news, incongruent
news) X 3 (fact-checker condition: congruent fact-checker,
incongruent fact-checker, no fact-checker) factorial struc-
ture, analyzing perceived accuracy ratings at a significance
level of 0.05. Post-hoc analyses with Bonferroni corrections
were performed to control for potential inflation of p-values
in pairwise comparisons.

Figure 4 depicts the results. The main effect of verac-
ity was significant, F'(1,213) = 589.87,p < .001,772 =
.735, showing that participants can separate real (4.62) from
fake (2.65) news clearly. Also, the main effect of fact-
checker condition was significant, F'(2,213) = 16.58,p <
.001, nf) = 0.135. Pairwise comparison results showed that
regardless of whether it is congruent (3.52) or incongru-
ent (3.43) fact-checker (pqq;. = 1.00), participants gave
lower accuracy ratings compared to no fact-checker condi-
tion (3.97) in general (pqq;s. < .001). The two-way inter-
action between veracity and fact-checker condition was sig-
nificant, F'(2,213) = 17.08,p < .001,7712, = 0.138. For
real news, no significant differences were observed among
the fact-checker conditions (congruent, incongruent, and no
fact-checker; pagjs. > .834).

However, fact-checker’s warning messages significantly
lower the participants’ perceived accuracy rating of fake
news, whether it is a congruent (2.34) or incongruent (2.31)
fact-checker, compared to no fact-checker condition (3.31,
Dadjs. < -001). These results demonstrate a significant effect
of fact-checking warnings even with clear political labels on
the fact-checkers, regardless of whether they are congruent
or incongruent with the participants’ political stances.

The main effect of news stance was significant,
F(1,213) = 202.07,p < .001, 772 = .487, showing partici-
pants gave significantly higher accuracy ratings for the con-
gruent news (4.27) compared to incongruent news (3.00).
This participants’ congruency effect towards news stance
was more evident for real news compared to fake news,
F(1,213) = 4.43,p = .036,72 = 0.020. Specifically,
the difference in perceived accuracy ratings between con-
gruent and incongruent news was larger for real news (5.32
vs. 3.93) than for fake news (3.23 vs. 2.08).

The two-way interaction between news stance and fact-
checker condition was significant, F'(2,213) = 8.23,p <
.001,775 = .072. For congruent news, the presence of
a fact-checker, whether congruent (3.93) or incongruent
(4.08), significantly reduced participants’ perceived accu-
racy ratings compared to the no fact-checker condition (4.82,
Dadjs. < -001). However, for incongruent news, only the
incongruent fact-checker (2.77) significantly reduced per-
ceived accuracy ratings compared to the no fact-checker
condition (3.12, p,q; = .046), and was marginally lower
than the congruent fact-checker condition (3.12, p,q; =
.056). There was no significant difference between the con-
gruent and no fact-checker conditions (p,q; = 1.00).

To further explore these interactions, we examined the
three-way interaction of veracity x news stance x fact-
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fact-checker, and 76 in the no fact-checker condition.

checker condition, which was significant, F'(2,213) =
6.40,p = .002,7712J = .057. Post-hoc analysis showed that
the interaction between news stance and fact-checker con-
dition approached significance for real news, F'(2,213) =
2.62,p = .075,775 = .024, but was significant for fake

news, F'(2,213) = 13.84,p < .00171712, = .115. Pairwise
comparisons found no significant differences in accuracy
ratings for real news across fact-checker conditions, either
for congruent news (congruent fact-checker vs. incongru-
ent fact-checker vs. no fact-checker: 5.22 vs. 5.36 vs. 5.39,
Dadjs. = 1.00) or for incongruent news (4.19 vs. 3.74 vs.
3.86, pagjs. > 0.099). However, for fake news, fact-checker
warnings significantly affected accuracy ratings. For con-
gruent fake news, both congruent (2.64) and incongruent
(2.81) fact-checkers significantly lowered accuracy ratings
compared to no fact-checker (4.24, p,q;s. < .001), with
no significant difference between the types of fact-checkers
(Pagj. = 1.00). For incongruent fake news, only the in-
congruent fact-checker (1.81) significantly reduced accuracy
ratings compared to no fact-checker (2.38, pyq;. = .003),
and the congruent fact-checker (2.05) did not differ signifi-
cantly from other conditions (p,qjs. > .184).

This suggests that for congruent fake news, participants
accepted the fact-checker’s warning messages regardless of
the fact-checker’s congruence, adjusting their higher belief
in the congruent fake news downward, even when they per-
ceived the fact-checker as biased. In contrast, participants
were already critical of the incongruent fake news and also
perceived the congruent fact-checkers as biased. As a result,
they may have viewed the congruent fact-checker as exces-
sively critical of the incongruent news compared to the in-
congruent fact-checker. This perception could lead to lower
acceptance of the fact-checking message from the congruent
fact-checker, making it indistinguishable from the no fact-
checker condition. Conversely, the incongruent fact-checker,
possibly perceived as an ‘unlikely’ source and thus more ob-

jective, resulted in greater acceptance of the fact-checking
message, showing a significant difference from the no fact-
checker condition.

Political Stance Effects on Fake News Accuracy
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Figure 5: Average accuracy ratings of fake news across a 2
(veracity: real, fake) x 2 (political ideology: liberal, conser-
vative) x 2 (news stance: pro-liberal, pro-conservative) x 3
(fact-checker condition: Blue, Red, no fact-checker) facto-
rial design in the political stance analysis. Error bars rep-
resent £ one standard error. Among liberals, there were 38
participants in each of the Blue and no fact-checker condi-
tions, and 34 in the Red fact-checker condition. Among con-
servatives, there were 38 participants in each of the Blue and
no fact-checker conditions, and 30 in the Red fact-checker
condition.

Analysis of the Effects of Political Stance

To further understand the effect of political stance on the
impact of fact-checking warnings, we examined the con-
gruence in terms of its original political orientations (i.e.,



liberal or conservative). For this analysis, we conducted 2
(veracity: real, fake) x 2 (political ideology: liberal, conser-
vative) x 2 (news stance: pro-liberal, pro-conservative) x 3
(fact-checker condition: Blue, Red, no fact-checker) mixed
ANOVA, with perceived accuracy ratings as the dependent
variable. Here, we report analysis results that provide further
findings beyond our previous analysis.

The two-way interaction of veracity and political ideology
was significant, F'(1,210) = 13.67,p < .001,72 = .061,
highlighting that liberal participants gave higher accuracy
ratings for real news (liberals vs. conservatives: 4.75 vs.
4.50, pyq. = .030) but lower accuracy ratings for fake
news (liberal vs. conservative: 2.48 vs. 2.82, p,q;. = .004)
compared to conservative participants. This implies that lib-
eral participants differentiated more clearly between real and
fake news compared to conservative participants, consistent
with previous research (Garrett and Bond 2021; Jost et al.
2018; Swire et al. 2017).

Furthermore, the three-way interaction of veracity x news
stance X political ideology was significant, F'(1,210) =
4.81,p = .029, 773 = .022. Post-hoc analyses revealed that
the two-way interaction was significant only for conserva-
tives, F'(1,103) = 4.76,p = .031,772 = .044, but not for
liberals, F' < 1. Specifically, the gap in accuracy ratings
(i.e., congruency effects of news stance) between pro-liberal
and pro-conservative news for liberal participants was sim-
ilar across both real (5.20 vs. 4.30; gap = .90) and fake
news (2.87 vs. 2.10; gap = 0.77). Conversely, conserva-
tive participants exhibited larger congruency effects of news
stance for real news (pro-liberal vs. pro-conservative: 3.55
vs. 5.46; gap = 1.91) than for fake news (pro-liberal vs. pro-
conservative: 2.06 vs. 3.59; gap = 1.53).

The main effect of news stance was significant,
F(1,210) = 27.08,p < .001,1712) = 0.114, with
pro-conservative news (3.86) rated higher than pro-liberal
news (3.42). The two-way interaction between news stance
and political ideology was also significant, F'(1,210) =
226.54,p < .001,72 = .519. This interaction showed
that liberals rated pro-liberal news (4.04) higher than pro-
conservative news (3.20, p,q;. < .001), while conser-
vatives showed the opposite pattern (pro-liberal vs. pro-
conservative: 2.80 vs. 4.52, p,q;. < .001).

Furthermore, the three-way interaction of news stance x
fact-checker condition x political ideology was significant,
F(2,210) = 6.29,p = .002,n2 = .057, as was the four-
way interaction involving veracity, F'(2,210) = 6.87,p =
.001, 7712) = .061 (see Figure 5). Post-hoc analyses showed
that the three-way interaction was significant only for fake
news, F'(2,210) = 13.58,p < .001,72 = .115, and not
for real news, F' < 1, suggesting that fact-checker warnings
did not significantly change participants’ accuracy ratings of
real news for either liberals or conservatives in pro-liberal or
pro-conservative contexts (pgqjs. > -285).

However, post-hoc analysis for fake news (Figure 5)
revealed that the two-way interaction of news stance X
fact-checker condition was significant for both liberals,
F(2,107) = 9.15,p < .001, 72 = 0.146, and conservatives,
F(2,103) = 6.11,p = .003,772 = 0.106, albeit with differ-

ent patterns. Pairwise comparisons showed that for liberals,
both Blue (2.46) and Red (2.37) fact-checkers effectively de-
creased the accuracy ratings of pro-liberal fake news com-
pared to no fact-checker (3.77, paqjs. < .001), but not for
pro-conservative news (Blue vs. Red vs. no fact-checker:
2.10 vs. 1.89 vs. 2.32, pyq;s. > .372). Conversely, for con-
servatives, both Blue (3.19) and Red (2.87) fact-checkers
significantly lowered the perceived accuracy rating of pro-
conservative fake news compared to no fact-checker (4.71,
Dadjs. < -001). This indicates that for both liberal and con-
servative participants, the fact-checking warning effectively
mitigates the congruency effects in congruent fake news.

Additionally, only for conservative participants, the fact-
checker condition significantly affected the ratings for pro-
liberal fake news, F'(2,103) = 4.11,p = .019,72 = 0.074,
with the Blue fact-checker further significantly lowering the
perceived accuracy rating of pro-liberal fake news (1.73)
compared to no fact-checker (2.45, poq;. = .013). This sug-
gests that when the fake news is incongruent with the partic-
ipant’s political ideology, presenting a fact-checking warn-
ing message from a fact-checker aligned with the political
stance of the fake news could be more effective in correct-
ing misinformation, especially for conservatives. We further
discuss the possible reason why this occurs only among con-
servatives in the General Discussion section.

Furthermore, the results showed that without the fact-
checker, conservative participants rated the pro-conservative
news with high perceived accuracy (4.71), suggesting they
considered this fake news to be credible, with ratings above
the neutral midpoint of 4. In contrast, although liberal partic-
ipants also exhibited congruence effects toward pro-liberal
news under the no fact-checker condition (3.77), their rat-
ings remained below 4, indicating a tendency to view it as
likely fake. Moreover, under the Blue fact-checker condi-
tion, conservative participants gave the lowest perceived ac-
curacy rating (1.73) to pro-liberal news, the lowest across all
news types and conditions.

General Discussion

Our study demonstrated that partisan fact-checkers can ef-
fectively reduce false beliefs about political misinforma-
tion via social media fact-checking messages, regardless of
whether their political views congruent or incongruent with
the users’ political ideologies (RQ1), without triggering any
backfire effects. Additionally, our results indicated that fact-
checking interventions are particularly effective at address-
ing misinformation that aligns with the participants’ own po-
litical views compared to those that do not (RQ2). When an-
alyzing the influence of political stance, we noted that the
Blue fact-checker, biased toward liberal views, was more
effective at mitigating conservative individuals’ misbeliefs
about pro-liberal misinformation. Such an effect, however,
was not evident among liberal participants (RQ3).

Partisan Fact-Checkers Correct Political
Misinformation Without Inducing Backfire

Throughout our experiment, we showed that partisan fact-
checkers, whether biased toward liberal or conservative



views, can reduce people’s perceived accuracy ratings of
political misinformation and correct their misbeliefs. Even
in politically polarized contexts, where individuals strongly
align with misinformation, fact-checkers remained effec-
tive despite perceptions of bias in the media, including
among fact-checkers. Moreover, while political misinforma-
tion tends to be especially persistent (Bode and Vraga 2015;
Garrett, Nisbet, and Lynch 2013; Jerit and Barabas 2012;
Taber and Lodge 2006), our findings showed that partisan
fact-checkers remain effective in combating misinformation
through the presentation of fact-checking warning messages
on social media posts that contain political misinformation.

Furthermore, while some studies have shown that fact-
checking warning labels may be less effective for conser-
vatives than for liberals (Jennings and Stroud 2023; Morris,
Morris, and Francia 2020; Yaqub et al. 2020), our results
suggest that such messages on social media can mitigate
misbeliefs about political misinformation for both groups,
even when the source of the warning (i.e., the fact-checker)
is perceived as politically biased. This finding is consistent
with previous research showing that fact-checking warn-
ings are generally effective regardless of political align-
ment (Martel and Rand 2023; Porter and Wood 2022; Swire
et al. 2017; Swire-Thompson et al. 2020). Our results build
on this foundation by demonstrating that politically biased
fact-checkers can still reduce the perceived accuracy of po-
litical misinformation.

While Nyhan and Reifler (2010) reported possible ‘back-
fire’ effects when correcting political misinformation, sub-
sequent research has consistently shown that such backfire
effects are unlikely to occur, even when addressing highly
polarized issues (Ecker, Lewandowsky, and Chadwick 2020;
Prike et al. 2023; Wood and Porter 2019). Our study also
confirms that no backfire effects were triggered when cor-
recting political misinformation among polarized partici-
pants, including both liberals and conservatives, even when
the fact-checking messages originated from politically bi-
ased fact-checkers.

Fact-Checking Messages Effectively Correct
Politically Congruent Misinformation

Importantly, our analysis comparing correction effects on
both pro-liberal and pro-conservative news reveals that fact-
checking messages are more effective at correcting misin-
formation that aligns with people’s political ideologies than
misinformation that misaligns with them, for both conserva-
tives and liberals. This finding highlights the effectiveness
of fact-checking messages on social media in mitigating the
congruency effects associated with politically aligned mis-
information. Given the increased susceptibility to politically
congruent misinformation, which may stem from a ‘lazi-
ness’ in reasoning rather than motivated reasoning (Penny-
cook and Rand 2019), participants likely employed more
reasoning for incongruent headlines and resorted to heuris-
tics for congruent but implausible (i.e., fake) headlines.
Therefore, the increased susceptibility to congruent fake
news could be attributed to a lack of reasoning rather than
motivated reasoning. Consequently, fact-checking messages
could promote reasoning-based accuracy rating decisions

for congruent fake news, correcting it more effectively.

Partisan Counterparts Further Reduce Misbeliefs
Among Conservatives: A Novel Finding More
Effective Than for Liberals

Another intriguing result from our study is that for con-
servatives, only the Blue fact-checker significantly reduced
the perceived accuracy ratings of pro-liberal misinforma-
tion. This aligns with previous research which suggests that
corrections from ‘unlikely sources’ (e.g., a Republican de-
bunking statements from another Republican) can enhance
individuals® willingness to dismiss such rumors (Berinsky
2015; Calvert 1985; Petty and Cacioppo 1986). This re-
sult highlights the role of the messenger effect, where the
perceived identity and alignment of the fact-checker influ-
ence the reception of their message (McGinnies and Ward
1980; Petty and Cacioppo 1986). The effectiveness of the
Blue fact-checker in addressing pro-liberal misinformation
among conservatives likely arises from the ‘unexpectedness’
of a fact-checker perceived as liberal correcting information
that aligns with liberal ideologies. This unexpected action
may challenge pre-existing biases and encourage greater re-
ceptiveness to the correction.
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Figure 6: Fact-Checker Bias Rating. Higher ratings indicate
that participants perceive the fact-checker as more biased.

Although a numerically similar pattern was observed for
liberals, specifically when the Red fact-checker debunked
pro-conservative misinformation (see Figure 5), this effect
did not reach statistical significance among liberal partic-
ipants. A possible explanation is that conservative partici-
pants are more likely to perceive the Blue fact-checker as
biased towards liberal views compared to how liberal partic-
ipants perceive the Red fact-checker as biased towards con-
servative views (see Figure 6). Our data also show that lib-
eral participants assigned to the Blue fact-checker condition
rated the fact-checker’s favorability at 1.76 on a scale from
1 to 7, where 1 represents a bias towards liberal views and
7 towards conservative views (for more details, see the Pro-
cedure section). Participants in the Red fact-checker condi-
tion rated it at 6.39. These ratings illustrate the liberals’ per-
ceived political bias for both the Blue and Red fact-checkers,



with deviations from the neutral midpoint of 4 being 2.24
and 2.39, respectively, as shown in Figure 6. Conversely,
conservative participants assigned to the Blue fact-checker
condition perceived a pronounced bias, rating it at 1.40. This
reflects a bias rating of 2.60 from the neutral midpoint of 4,
indicating the highest perceived level of bias across all con-
ditions. Meanwhile, the Red fact-checker was seen as less
biased, with a bias strength of 2.21 (rating 6.21). This sug-
gests that conservatives perceive the Blue fact-checker’s de-
bunking of pro-liberal news as highly ‘unlikely,” thereby in-
creasing their receptiveness to corrections issued by the Blue
fact-checker. However, given the small sample size, caution
is advised in interpreting these results.

Fact-checking efforts in the U.S. are often criticized
for a perceived ‘left-leaning’ bias, which may arise from
asymmetries in misinformation sharing across political
groups (Mosleh et al. 2024). Our findings emphasize the im-
portance of addressing these perceptions to ensure the ef-
fective implementation of fact-checking interventions. The
results highlight the significant role of messenger effects,
demonstrating how perceived partisan alignment influences
the acceptance of corrections. Notably, the ‘unexpectedness’
of corrections from partisan counterparts may serve as a po-
tentially effective mechanism for reducing misbeliefs, par-
ticularly in politically polarized contexts.

Limitations and Future Directions

Although we aimed to enhance ecological validity, nu-
merous real-world factors—including the number of likes,
shares, and the identity of the poster—can significantly in-
fluence the acceptance of corrections for misinformation.
Additionally, Margolin, Hannak, and Weber (2018) demon-
strated that reciprocal relationships between fact-checkers
and recipients can substantially improve the acceptance of
corrections—a dynamic not addressed in our non-interactive
experimental setting. Parekh, Margolin, and Ruths (2020)
further demonstrated that the reception and impact of fact-
checking vary across online communities, with corrections
often being more appreciated in less partisan environments.
To gain a deeper understanding of the effectiveness of cor-
rections, future studies should leverage real-world social
media data to better capture the influence of these factors.
Another limitation concerns demographic differences be-
tween liberals and conservatives. While our study’s demo-
graphics somewhat mirror those of U.S. liberals and conser-
vatives — with liberals generally being younger, more ed-
ucated, more often female, and having a lower proportion
of white individuals compared to conservatives (Doherty,
Kiley, and Asheer 2024) — the relatively small sample size
constrained our ability to fully account for the potential im-
pact of these demographic factors. Future studies should aim
to increase the sample size and incorporate more robust con-
trols for demographic variables to better understand their in-
fluence on responses to fact-checking interventions.
Furthermore, we intentionally selected headlines pub-
lished at least 10 months prior to the study to minimize the
likelihood of participants being familiar with them, control
other variables, and specifically highlight the effects of par-
tisan fact-checking within a controlled experimental setting.

However, we acknowledge that this approach may not fully
capture reactions to current news events. To address this lim-
itation, future analyses incorporating real-world, up-to-date
headlines are recommended to enhance ecological validity.

Another limitation of our study is its design with a focus
on immediate responses to fact-checking interventions with-
out examining how these corrections influence beliefs over
time. Prior research highlights that longitudinal approaches
are crucial for understanding the durability of fact-checking
effects (Rich and Zaragoza 2020). Future studies could ex-
plore whether the effects of corrections from partisan fact-
checkers persist in the long term or diminish over time.
Moreover, repeated corrections from the same or different
partisan fact-checkers could offer valuable insights into cu-
mulative effects and potential diminishing returns in belief
updating (Prike and Ecker 2023). Investigating these factors
would contribute to a more comprehensive understanding of
how fact-checking interventions function in complex, real-
world settings.

Conclusion

Our study demonstrates that partisan fact-checkers can re-
duce people’s perceived accuracy of political misinforma-
tion and correct misbeliefs through fact-checking warnings
presented on social media, all without triggering backfire ef-
fects. Moreover, this effect was even more pronounced when
correcting misbeliefs about misinformation that aligns with
individuals’ political ideologies. Importantly, contrary to the
notion that fact-checking warnings are less effective for con-
servatives than liberals, our findings suggest that explicitly
labeled partisan fact-checkers, which act as political coun-
terparts to conservatives, could further reduce conservatives’
misbeliefs towards pro-liberal misinformation.
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