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Abstract

Due to the proliferation of social media, the amount of online misinformation has been
escalating and becoming a societal concern. It has caused social divisions through
false political news and led people to fatal outcomes with incorrect treatment methods.
While significant efforts have been invested in misinformation detection through human
fact-checkers and machine-learning algorithms, the study on correcting misinformation
and preventing its dissemination has not received adequate attention.

Misinformation correction refers to the act of informing users about the inaccuracy of
specific information to alter their perception and/or behavior toward misinformation. We
need to prioritize the exploration of effective misinformation correction methods for users
since they serve as both consumers and disseminators of information on social media. It
is vital to prevent users from unwittingly disseminating misinformation by ensuring their
awareness of its inaccuracies.

In order to explore misinformation correction methods that can effectively reach
more users, I conducted online human subject experiments through three studies that
encompassed a total of eight experiments. I focused on two correction agents on social
media and, accordingly, conducted research on misinformation correction through the
following two approaches: (1) platform-driven correction and (2) user-initiated correction.

The first approach is from the social media platform perspective. I researched which
types of platform warnings can effectively assist users in identifying misinformation. I
found that, with the absence of source information, a machine learning-driven warning
with explanations enhances users’ capability to identify fake news. Additionally, I
conducted a more thorough investigation into the explanatory section, drawing inspiration
from the framing effect, and confirmed the effectiveness of negative framing. The second
approach is from the users’ perspective. I explored four types of user-initiated correcting
comments with reliable sources. All these types substantiated the effectiveness of
correcting comments.

The following research questions are addressed in this dissertation: (1) As a platform-
driven correction, can machine learning warnings enhance the ability to discern misinfor-
mation? (2) Are platform-driven warnings with explanations more effective compared to a
warning without explanation? What factors influence the effectiveness of platform-driven
warnings? (3) As a user-initiated correction, can users effectively correct misinformation
through comments?

My studies empirically demonstrated that a machine-learning warning with explana-
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tions can effectively correct misinformation. Furthermore, I underscored the valuable role
that a user can play in hindering misinformation dissemination by leaving correcting com-
ments. My research holds significance in presenting effective misinformation correction
methods through multiple iterations of experiments that recruited a substantial number
of participants from a systematic point of view. In the future, I anticipate conducting
studies incorporating elements from a broader range of real-life situations, building upon
the foundation of this research.
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Chapter 1 |
Introduction

The development of social media has not only facilitated the dissemination of valuable
information but has also exacerbated the spread of misinformation [1,2]. Misinformation
is not a unique phenomenon of our time; it has always been a societal issue in human
history [3, 4]. Before the rise of social media, misinformation was spread through various
means such as word of mouth, newspapers, television, books, etc [3–5]. However, the
distinctive information characteristics of social media, such as the ease of information
production for anyone, the rapid dissemination within one’s network, and no proper
fact-checking mechanisms [6, 7] have led to information spreading at an exponential rate.
These unique features have made various forms of information on social media spread so
quickly that they can become significant societal issues.

Such misinformation can arise across all kinds of topics, ranging from politics, public
health, science, etc. Any misinformation that distorts facts can confuse people and
deprive them of the right to know the truth. Among these, misinformation related to
politics and public health can become a particularly serious social issue. For instance,
in the period of the 2016 U.S. presidential election, numerous fake news stories were
disseminated for political purposes and demonstrated their potential to divide society 1.
Also, during the recent COVID-19 pandemic, the world experienced an unprecedented
period of turmoil, and the fear surrounding the novel virus led to the proliferation of
false treatments, which costs lives in extreme cases 2.

In response to the deleterious consequences caused by misinformation, many organiza-
tions [8], researchers [9,10], and social media companies [11,12] have dedicated their efforts
to various studies aimed at combating it. Fact-checking websites such as snopes.com and
politifact.com are actively employing human fact-checkers to assess information veracity.

1https://www.ischool.berkeley.edu/news/2020/hany-farid-how-disinformation-dividing-nation
2https://www.bbc.com/news/world-53755067
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A number of researchers have engaged in misinformation detection and developed power-
ful algorithms to identify such information automatically [13–15]. Their work spans a
broad range of techniques, including machine learning, natural language processing, and
the assessment of source credibility and social networks. Leading social media platforms
like Facebook and Twitter (recently renamed as “X”) have also committed substantial
resources to curtail the spread of misinformation, including but not limited to adopting
the efforts from fact-checking websites and misinformation detection algorithms 3.

Identifying misinformation is an essential step in reducing misinformation, but con-
sidering that the ultimate consumers of information are users, the importance of mis-
information correction should not be underestimated. The efficacy of misinformation
detection cannot be fully realized until end users actively recognize and acknowledge
certain content as misinformation. Active research on misinformation correction should
run in parallel with misinformation detection studies.

Misinformation correction refers to the act of informing users about the inaccuracy
of specific information to alter their perception and/or behavior toward misinformation.
Misinformation correction helps users distinguish the false messages delivered in online
posts, rumors, fake news, etc, and it entails disseminating accurate information. Nev-
ertheless, the research on misinformation correction has, to date, remained relatively
restricted.

While some studies have explored misinformation correction and the effectiveness of
warning messages [5, 16–18], there is limited experimental research addressing misinfor-
mation correction in the context of social media, platforms notorious for the rapid spread
of false these days. Therefore, I conducted experiments to systematically investigate
misinformation correction on social media and identify practical and effective strategies
for real-world applications.

I explored platform-driven correction and user-initiated correction, focusing on the two
key actors in social media: the platform and the user. Platforms, primarily represented by
social media companies such as Facebook and Twitter [19], often correct misinformation
through warning messages. Users, as central actors reflecting the identity of social media,
have various means of expressing their opinions on social media [6, 7] and can engage in
misinformation correction in different ways. Within user-initiated correction, I focused
on comments as the most explicit and direct way to respond to misinformation posted.

Meanwhile, based on the source of correction, I divided misinformation sources into
human fact-checkers and machine detectors. Human fact-checkers are exemplified by

3https://ai.meta.com/blog/heres-how-were-using-ai-to-help-detect-misinformation/
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fact-checking websites like snopes.com and politifact.com, where humans verify news
articles one by one. Machine detectors refer to machine learning algorithms developed to
automatically filter out fake news.

In platform-driven correction, I focused on warnings, which is one of the most
representative forms of platform-driven correction. Social media platforms are actively
engaged in the development of algorithms to filter out vast amounts of misinformation
efficiently. However, research on whether users are receptive to such algorithm-based
warnings (i.e., machine detectors-based correction) remains scarce. Existing studies [20,21]
on social media warnings predominantly examined the effectiveness of human fact-checker
warnings. It is necessary to investigate the efficacy of platform-driven correction in the
form of machine-learning-driven warnings and compare it against fact-checker-driven
warnings. In accordance with this, my first research question is:

RQ1. As a platform-driven correction, can machine learning warnings
enhance the ability to discern misinformation?

Moreover, such machine-learning-driven warnings demand explainable artificial in-
telligence (XAI). XAI advocates users’ right to know and promotes users’ trust in AI
judgments [22, 23]. When users face AI machine judgments, they may wonder about
the underlying logic. A natural way to fill the gap is to provide the corresponding
explanations along with AI-generated warnings (i.e., machine-learning-driven warnings).
However, it is unclear how we can frame such explanations to optimize their effectiveness.
The framing effect [24] suggests that different ways of conveying the same message can
influence human decision-making processes differently. I investigated the effectiveness
of the explanation-enhanced machine-learning-driven warnings and compared the effec-
tiveness of positive and negative framing in explanations. Accordingly, I further ask the
following questions:

RQ2. Are platform-driven warnings with explanations more effective than a
warning without explanation? What factors influence the effectiveness
of platform-driven warnings?

Despite the efforts that social media makes to prevent misinformation distribution,
users, the direct customers of online information, play a key role in shaping social media.
Research on ways to encourage users to participate in misinformation correction is desired.
Many users have experienced misinformation correction, either directly or indirectly
[25]. However, the effectiveness of such user-initiated correction is underexplored. The
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effectiveness of corrections can vary based on the means users employ (e.g., posts,
comments, likes, shares) and their framing of the correction messages. I focused on
comments as the most direct and clear means to convey messages related to misinformation
postings and aimed to find effective forms of correcting comments with the following
research question.

RQ3. As a user-initiated correction, can users effectively correct misinfor-
mation through comments?

To tackle these research questions, I carried out three studies and addressed them in
three separate chapters (See Figure 1.1). Chapter 3 demonstrates the first study that
examined the effectiveness of machine-learning warnings as a platform-driven correction.
I conducted two experiments on Amazon Mechanical Turk using twenty-four pieces
of political news. In the first experiment, I found that human fact-checker warnings
were effective when fake news had news source information provided. In the second
experiment, I demonstrated that machine-learning warnings accompanied by explanations
were effective when news source information was not provided. I also confirmed that the
most trusted warning came from fact-checker warnings across two experiments.

Chapter 4 covers the second study, in which I extended the first research by exploring
the effectiveness of AI explanations in platform-driven warnings. I conducted a total
of three online experimental studies on Amazon Mechanical Turk using twenty-four
pieces of COVID-19 misinformation. The experiment results revealed a tendency for
negatively framed explanations to decrease participants’ perceived accuracy ratings of
fake news. Additionally, participants showed a high reliance on warning messages without
explanations when presented within an AI system that declared high reliability. Besides
this, all three experiments consistently showed that the most trusted warning was the
warning message without an explanation.

Chapter 5 focuses on user-initiated correction in response to platform-driven correction.
I examined the effectiveness of four types of user-initiated correcting comments using a
total of 20 COVID-19 misinformation news. The results of three experiments showed that
correction messages from health organizations, fact-checking websites, and individual
users were all effective. Post-analysis results indicated that the effectiveness of correcting
comments was independent of who corrected, and participants regarded the reliability of
the correction as a critical criterion. Participants cared either “who wrote the comment” or
“whether the comment included a reference URL” the most, depending on the conditions
they belonged to. In other words, no matter whether it is an individual or an institution,
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social media users can effectively engage in user-initiated correction as long as they
demonstrate the reliability of fact-checking.

In Chapter 6, I conclude this dissertation by summarizing my research, discussing my
contribution, implications, and limitations, and outlining future research directions.

Figure 1.1: This four-quadrant graph illustrates the source and agent of correction on
its axes, with corresponding chapters addressing different correction scopes. Chapter 3
explores platform-driven correction through human fact-checker warnings and machine-
learning warnings. Chapter 4 discusses platform-driven warnings, focusing on machine-
learning warnings. Chapter 5 focuses on user-initiated correction comments that reference
the judgment of human fact-checkers.
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Chapter 2 |
Related Works

2.1 Misinformation on Social Media

2.1.1 Definition of Misinformation

Misinformation has garnered increasing attention in various academic communities,
particularly within the fields of communication [26,27], psychology [5,20], and information
science/computer science [14,28]. Comprehending the core nature of misinformation is
pivotal in the context of today’s information landscape, where the rapid dissemination of
information through digital media platforms has become indispensable.

Despite the existence of various definitions, the term “misinformation” generally
pertains to the dissemination of false or inaccurately crafted information, irrespective of
whether there is a deliberate intent to mislead [29,30]. It often signifies information lacking
clear evidence and expert consensus [26, 31]. Occasionally, the term “disinformation”
is used interchangeably with “misinformation,” but they bear distinct connotations.
“Disinformation” specifically denotes information that is consciously fabricated with the
intent to deceive [32], whereas “misinformation” encompasses inaccurate information
shared without the deliberate intent to mislead [33,34].

Despite this distinction, Treen et al. [35] contend that the nature of misinformation
within the context of social media poses challenges in determining intent during the
dissemination process. As a result, they advocate for a comprehensive definition of
misinformation, encompassing inaccurate information shared regardless of intent. This
expansive interpretation recognizes the intricacies of intent and context in the age
of digital communication, where the line between misinformation and disinformation
becomes hazy.

According to a recent study [36] that explored the definition of misinformation with
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the insights of 150 experts, it was revealed that 43% of the experts defined misinfor-
mation as false and misleading information. Following this, 30% of the experts defined
misinformation as false and misleading information that is disseminated unintentionally.
An interesting observation is that a substantial portion of quantitative experts prefer the
former definition, whereas most qualitative experts tend to favor the latter definition. In
this dissertation, I adopt the flexible approach by the majority, defining misinformation
as false and misleading information without regard to intention.

2.1.2 Types of Misinformation

From a more comprehensive viewpoint, misinformation is a multifaceted phenomenon
that can be categorized into various distinct types, each with its own characteristics
and implications. These categories encompass a wide range of deceptive or misleading
information that can significantly impact public perception and understanding. The
types of misinformation in this context include conspiracy theories, rumors, clickbait
headlines, deepfakes, and fake news [28, 32, 36–38]. These categories are components
within the larger misinformation landscape, requiring thorough analysis and specialized
approaches for detection and prevention. Grasping the nuances of these misinformation
forms is vital for fostering media literacy, critical thinking, and responsible information
consumption.

Conspiracy theories, as revealed by recent studies [32, 36, 39], constitute a distinctive
category of misinformation. Conspiracy theories typically center on covert and sometimes
nefarious actions attributed to groups, often with scant corroborating evidence. They
are marked by the widespread belief that individuals in positions of power purposefully
mislead the public. Within this category, one can find a diverse array of narratives,
ranging from allegations of clandestine government activities to assertions of concealed
actions by influential entities.

Rumors, another facet of misinformation [36, 40], represent informal transmissions
of information or narratives that have not been substantiated through credible sources.
They circulate from one individual to another through various means, such as word
of mouth, social media, or even traditional media outlets. These narratives frequently
pertain to events, circumstances, or individuals, and their accuracy may vary significantly.
Rumors can encompass truths, partial truths, or outright falsehoods.

Clickbait headlines, a prevalent form of digital misinformation [36,41], are designed
primarily to capture interest and entice visitors to follow a link to a specific webpage.
They frequently use sensational words, alluring visuals, or overstated assertions to capture
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one’s interest. Clickbait is prevalent across a range of online platforms, spanning from
social media to news websites. Grasping the methods employed in clickbait and the
psychology driving its effectiveness is essential for devising approaches to reduce its
impact.

Deepfakes, a more recent addition to the realm of misinformation [36,42], result from
the application of artificial intelligence (AI) techniques. These techniques involve the
blending, amalgamation, substitution, and overlaying of images and video segments,
resulting in the creation of counterfeit videos that convincingly emulate reality. Deepfakes
carry the capability to mislead the public by producing authentic-looking videos where
individuals appear to say or do things they never actually did. They present distinctive
challenges in the battle against misinformation, necessitating advancements in both
detection techniques and countermeasures.

Fake news, a term that gained prominence in recent years [3, 36], refers to falsified
content that emulates the news media format but deviates from its organizational
procedures and underlying objectives. Fake news can be fabricated with the intent
to deceive, mislead, or exploit readers. It can be created and disseminated for various
purposes, including political manipulation, profit, or to generate attention. Understanding
the motivations behind the creation and dissemination of fake news is vital to mitigate
misinformation online.

Among these types of misinformation, my research has predominantly focused on
fake news, a key misinformation type that has propelled the public’s acknowledgment
of misinformation as a societal issue with the development of social media. Even the
terms “fake news” and “misinformation” are sometimes used interchangeably without
differentiation [43, 44]. In the following section, I will explore social media and fake news
in greater detail.

2.1.3 Social Media and Fake News

The rise of misinformation has emerged as a consequential challenge, accelerated by the
rapid expansion of social media platforms, as noted in previous studies [1, 2]. As social
media continues to advance, the dissemination of misinformation has become increasingly
effortless, amplifying its impact through social media, which often serves as the epicenter
of its propagation [1].

Within the realm of social media, one prevalent manifestation of misinformation is
fake news, which closely mimics the structural elements of authentic news articles. Fake
news, as a subcategory of misinformation [3,30], is characterized as fabricated information
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that imitates the format of news media but lacks the same rigorous editorial processes
and intent [3]. Alternatively, it can encompass news articles that are intentionally and
verifiably false, capable of misleading readers by emulating the presentation of legitimate
news reports [1, 45]. Fake news often originates in motivation driven by financial gain or
ideological motives [28].

The prominence of fake news has grown in parallel with the expansion of social media
and mobile communication since 2008 [46], reaching global notoriety, particularly in the
aftermath of the 2016 U.S. presidential election [1, 3, 47, 48]. Notably, during this period,
some of the most widely circulated fake news stories on platforms like Facebook began
to outperform even the most popular mainstream news articles in terms of shares [49].

Social media, with its distinctive characteristics that set it apart from traditional
media, inherently provides an environment conducive to the dissemination of fake news.
A critical distinction lies in the absence of third-party oversight, fact-checking, and
editorial judgments, which are inherent in traditional media [1]. Social media platforms
also do not impose the same professional standards expected of journalists, who are
bound by the responsibility to deliver thoroughly objective information [50]. Instead,
social media empowers users to share content, ostensibly granting them the freedom of
expression [51]. Driven by the freedom afforded to users and the extensive reach inherent
to information diffusion [51], these individuals find themselves largely unrestricted in
their information-related conduct on social media platforms.

Within the dynamic realm of social media, where a plethora of posts flood the digital
landscape daily, discerning the authenticity of shared information becomes a formidable
and intricate challenge [28, 52]. Furthermore, the prevalence of echo chambers [53]
and filter bubbles [54] on social media confines users to information niches that align
with their preexisting interests, resulting in a progressively narrower perspective. This,
in turn, can diminish their ability to assess information objectively from an external
standpoint [1,55] and can make them spread misinformation in line with their preferences,
often without thoroughly assessing the accuracy of the information they share [56]. In
the meantime, the low initial expenses associated with entering the market and creating
content intensify the comparative profitability of the small, short-term methods frequently
adopted by purveyors of fake news. This diminishes the motivation to establish a lasting
reputation for delivering high-quality content [1]. With the characteristics of social
media, misinformation has easily spread on social media platforms to the extent of being
recognized as a societal issue [48].

In this dissertation, I use the terms “misinformation” and “fake news” interchangeably
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to refer to false information disseminated through social media. This choice is influenced
by the common practice in the literature where these terms are often used interchangeably,
as highlighted in previous research [44]. Also, drawing a clear demarcation between
these two concepts can be a complex task. Since my research centers on fake news, a
prominent type of misinformation that garners attention on social media, I use the terms
‘misinformation’ and ‘fake news’ interchangeably to refer to false information presented
in a news-like format, irrespective of the intent behind it.

2.1.4 Severity of Misinformation Problem

The infiltration of numerous fake news stories into social media platforms emphasizes
the seriousness of the misinformation problem. In critical instances, this issue can give
rise to significant societal challenges. For example, the widespread dissemination of false
information during pivotal societal events, such as elections and the COVID-19 pandemic,
has not only sowed political discord within societies [57] but has also, in tragic cases, led
to significant loss of life [58].

One compelling example of the political chaos spurred by misinformation is a fabricated
news report falsely asserting that the Pope had endorsed Donald Trump for President1.
This misinformation primarily propagated through social media during the intense
political campaign leading up to the U.S. presidential election, garnering significant
global attention [45, 49]. The Pope, as a highly influential figure in global religious
leadership, further amplified the impact of this deceptive news article, fomenting political
turmoil. The incident, characterized by the alleged endorsement from a prominent
religious authority, injected additional complexity and division into an already fiercely
contested electoral landscape.

The COVID-19 pandemic is another crucial societal event where misinformation has
caused confusion within society. People grappled with unprecedented fear and anxiety as
they sought to acquire information about a virus previously unknown to them [59,60].
The challenge lay in distinguishing authentic information from the countless undisclosed
facts and the ever-evolving data [59,60]. In a landscape rife with information of uncertain
accuracy, individuals found themselves overwhelmed and, in some instances, compelled
to place their trust in what they had. Tragically, this reliance on misinformation led to
dire consequences [58]. At least 5, 800 people were hospitalized for following incorrect
treatments, while many other cases involved individuals consuming methanol or cleaning

1https://web.archive.org/web/20161115024211/http://wtoe5news.com/us-election/pope-francis-
shocks-world-endorses-donald-trump-for-president-releases-statement/
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products containing alcohol, leading to fatal outcomes 2.
Hence, there is a pressing need for proactive measures to mitigate the widespread

dissemination of fake news, which has the potential to induce significant societal confusion.
In the forthcoming section, I will delve into a detailed discussion of approaches aimed at
mitigating misinformation, offering valuable insights into tackling this complex issue.

2.2 Mitigating Misinformation
Researchers have explored two approaches aimed at alleviating the adverse effects of
misinformation: 1) misinformation detection and 2) misinformation correction. Misinfor-
mation detection involves the identification of content deemed to be misinformation [28],
while misinformation correction entails informing the recipient of the information about
the falsehood that has been uncovered [5].

Identifying misinformation can be accomplished by two groups: human fact-checkers
and machine detectors. Human fact-checkers may be individuals, but it is primarily non-
profit organizations specializing in fact-checking, such as snope.com and politifact.com
[21,61]. On the other hand, machine detectors predominantly refer to computer-based
algorithms developed by platform companies or researchers [28,62].

Considering the extensive volume of online information, it is challenging for people to
individually detect various forms of manipulated misinformation [13–15]. Consequently,
a plethora of misinformation detection methods have emerged in recent years, primarily
led by computer scientists. These techniques encompass diverse features, spanning both
single-modal and multi-modal approaches.

Single-modal strategies predominantly focus on analyzing textual elements within
news articles. For instance, some methods involve quantifying assertive language, which is
often more prevalent in untrustworthy sources [63]. Others assess the coherence between
a news article’s topic sentence and its main body [64].

In contrast, multi-modal approaches integrate features from a wide array of sources,
including the content of news articles, the identities of those who disseminate news, the
publishers of news content, and the patterns of news propagation in networks. These
features may comprise various textual attributes, such as the content of news articles and
user comments [65], or they may encompass diverse data types, including combinations
of text, images, or videos [66–68].

Nonetheless, it is essential to acknowledge that the primary actors responsible for
2https://www.bbc.com/news/world-53755067

11



acquiring and disseminating information on social media are ordinary users. Conse-
quently, equipping these users with the necessary tools to identify and prevent the
spread of false information is paramount. This underscores the importance of research
endeavors dedicated to proactive misinformation correction. So far, the field of misin-
formation research has predominantly revolved around detection, with relatively fewer
studies focusing on correction. I have particularly directed my research efforts toward
misinformation correction while recognizing its pivotal role within the broader scope
of misinformation mitigation. In the forthcoming section, I will provide an in-depth
exploration of misinformation correction.

2.3 Misinformation Correction
While it may be challenging to pinpoint an exact definition of misinformation correction,
it can be broadly grasped as the act of informing users about the inaccuracy of specific
information to alter their perception and/or behavior regarding misinformation.

Existing experimental studies on misinformation correction have yielded mixed results,
potentially due to variations in the specific misinformation correction formats utilized
in each study [16]. While some studies showed that correction can significantly reduce
participants’ misinformation belief [26, 69], the other studies showed negative effects [31,
70], or combined effects simultaneously [71,72].

It is crucial to comprehend why this task is challenging to identify effective methods
for correcting misinformation better [73–75]. The primary obstacle often lies in what
is known as the continued influence effect of misinformation. This phenomenon refers
to the lasting impact of misinformation on people’s beliefs and judgments, even after
corrections have been provided [18, 76]. Several factors contribute to the continued
influence effect, including mental models, retrieval failure, fluency, familiarity, and
reactance [5,29–31,75,77]. Notably, in some cases, attempts to correct misinformation
can unintentionally exacerbate the problem, leading to what is referred to as backfire
effects [5, 31].

To address this challenge, Lewandowsky and his colleagues [5] proposed what to
improve misinformation correction. Their strategies include the use of alternative
accounts, repeated retractions, emphasizing factual information, and providing pre-
exposure warnings [5]. In a meta-analysis conducted by Walter and his colleagues [16],
various effective correction methods were identified, such as enhancing source credibility,
employing fact-checking procedures, and issuing general warnings.
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Meanwhile, it is important to note that most of the existing studies on misinformation
correction have not been tailored to the nuances of social media contexts. As previously
discussed, recent misinformation-related issues primarily revolve around social media,
and given the unique media characteristics of social platforms [1], it is imperative to
conduct research that thoroughly examines the effectiveness of misinformation correction
within this social context.

Therefore, I aim to explore effective misinformation correction methods within the
realm of social media, taking into account the unique characteristics of these platforms.
Specifically, I focus on two key actors involved in the act of misinformation correction
within social media: platforms and users. Centering my approach around these actors,
I categorize social media correction into platform-driven correction and user-initiated
correction.

2.3.1 Platform-Driven Correction

Social media has been criticized as a primary breeding ground for the spread of fake
news [1,78]. In response to this criticism, social media platforms have made efforts to
reduce misinformation. Prominent social media platforms such as Facebook or Twitter
(recently renamed as “X”) have implemented misinformation correction by displaying
warnings [79,80] or related articles [81] to users in connection with misinformation.

Several studies confirmed the effect of warnings on fake news in correcting misinfor-
mation [21, 79, 82]. Pennycook et al. found a warning can reduce people’s willingness
to share fake news [79] and decrease the perceived accuracy rating of fake news [83]
even though unlabeled false stories can be perceived as genuine due to the implied truth
effect. Methods of presenting warnings include a general warning message that cautions
against misinformation in general [21], specific warnings for each news item [79], warning
approaches that guide towards factual information through related stories [27], etc.

Overall, existing studies assume scenarios in which human fact-checkers detect mis-
information and subsequently provide warnings. However, social media platforms are
actively developing machine learning algorithms to adapt to the evolving and diverse
forms of misinformation. Instances of these detectors identifying fake news and appending
warnings to them are becoming increasingly common. Therefore, in the pursuit of identi-
fying effective platform-driven correction strategies within the social media landscape,
it becomes imperative to examine whether machine-learning warnings can effectively
resonate with users compared to the impact of traditional human fact-checker warnings.
In light of this, Chapter 3 delves into an experimental study designed to evaluate the
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effectiveness of machine-learning warnings as a response to fact-checker warnings within
the framework of platform-driven correction.

Additionally, as AI technology continues to advance, the expectations for platform-
driven correction are on the rise [22,23,84–87]. In an era where algorithm-based decision-
making prevails online, users are increasingly seeking explanations for the underlying
reasons behind these decisions [84,88]. This demand aligns with the principles of explain-
able artificial intelligence (XAI), which focuses on making AI systems’ outcomes more
comprehensible for humans and providing them with understandable explanations about
how the system operates [22,23,84–86]. To meet these recent needs, advanced machine
learning techniques are essential in enhancing the transparency and comprehensibility of
AI systems [87]. When algorithmic reasoning lacks clarity or transparency, it can lead to
user distrust in AI systems [88]. Considering these current demands, machine learning
warnings should not neglect the inclusion of explanations [84]. Consequently, Chapter 4
extends beyond the machine learning warnings introduced in Chapter 3 and explores
research on machine learning warnings that are accompanied by explanations.

2.3.2 User-Initiated Correction

User-initiated correction refers to actions taken by individual social media users to
rectify instances of misinformation. Given that users play a central role in disseminating
information on social media platforms [89,90], it is plausible that user-initiated correction
necessitates even more proactive research efforts compared to platform-driven correction.

Many users are already directly or indirectly involved in the process of misinformation
correction on social media. A study conducted by Bode and Vraga (2021) provides insight
into people’s experiences with COVID-19 misinformation correction on social media. Out
of 1, 094 participants, 34% reported witnessing the correction of others’ misconceptions,
while 22% actively engaged in correcting misinformation propagated by others. This
demonstrates the active role users play in the correction process.

User-initiated correction can manifest through various means, such as comments
or posts [26, 91]. Analyzing the linguistic aspects of misinformation correction reveals
that users frequently employ formal language when delivering corrections on social
media platforms [92]. In addition, linguistic cues used during fact-checking tend to
convey information more positively, reducing the uncertainty associated with a particular
fact [72].

Research on user-initiated correction has been explored from various perspectives,
with notable contributions from Vraga and Bode [26,69,93], which will be discussed in
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Chapter 5. In their recent experiments [26, 69, 93], Vraga and Bode investigated user-
initiated correction within a simulated social media environment, specifically through
user comments. Their findings suggested that social correction, which involves users
actively correcting misinformation, can be effective when it includes sufficient source
information. This information comprises elements like the source’s logo (representing
organizations such as snopes.com and CDC), a refuting headline, a supporting sentence,
and reference links from these authoritative organizations [69, 93]. They also determined
that the platform (Facebook or Twitter) where user-initiated corrections are published
is irrelevant [93], and both social and algorithmic corrections are equally effective in
mitigating misperceptions [69].

Additionally, they conducted a comparative analysis of social corrections and cor-
rections provided by reputable organizations like the CDC. Interestingly, they found
correction effects when the CDC corrected misinformation and also when the CDC cor-
rected after an individual user had done so [26]. In this particular study, they simplified
the comment manipulation process by including a debunking sentence with a reference
link from the CDC. However, it is worth noting that they did not observe a correction
effect from a single individual user alone [69,93]. Instead, correction effects were observed
when individual users referred to different sources [69,93].

In Chapter 5, I expanded upon the research influenced by Vraga and Bode, delving
deeper into the examination of the effects of user-initiated correction on social media.
My primary objective was to provide substantial evidence regarding the impact of single
user-initiated correction, a factor that has not been conclusively validated, by utilizing a
more extensive range of news materials and a larger participant base in my experiments.
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Chapter 3 |
Platform-Driven: Effects of Machine-
Learning Warnings in Helping In-
dividuals Mitigate Misinformation

In this chapter, I present the initial experimental study conducted on platform-driven
corrections. The primary focus of this study is to assess the effectiveness of warning
messages as a prominent form of platform-driven correction. Warnings can be generated
by either human fact-checkers or machine-learning algorithms, but limited research has
addressed the effectiveness of warning messages produced by machine-learning algorithms.
To bridge this deficiency, we compare the effects between fact-checking warnings (i.e.,
human fact-checkers warnings) and machine-learning warnings (i.e., machine detector
warnings). Additionally, we introduce three distinct designs for machine-learning warnings.
The chapter encompasses the findings of two separate experiments.

3.1 Introduction
We currently live in a historical era called the “information age”. The advent of modern
information technology fundamentally changes the ways people access, communicate, and
share information. Specifically, the rise of the Internet and, more recently, social media
platforms (e.g., Facebook, Twitter) have made it possible for individuals to produce,
consume, and share diverse multi-modal information (e.g., text, picture, video). With
the boundary between information source and information receiver becoming blurred
and often invisible, then, issues arise with regard to the quantity and quality of the
information to which people are exposed [94]. Especially, it must be acknowledged that
people are not necessarily good at evaluating the quality of online information. Fake
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News often refers to (intentionally) false stories or fabricated information written and
published for various incentives, including political agenda or financial gain [95–97]. In
recent years, the spread of fake news has been identified as a major risk for individuals
and society [28]. For instance, fake news has fostered people’s bias and false belief of
climate change [34] and greatly influenced elections and democracies [98].

Two venues of approaches have been investigated to mitigate the negative impacts
of fake news: (1) computation-based detection and prevention of fake news, and (2)
decision-aid methods to warn users when a piece of fake news has been identified. Among
the latter venue of approaches (the focus of this study), attaching warnings to the news
that was suspicious or fact-checked to be fake news was implemented to discourage users’
consumption and belief in fake news. One such example once was used by Facebook.
While some studies showed that exposure to a fact-checking warning under Facebook-
style headlines reduced the perceived accuracy of fake news compared to a control
condition [21], other studies did not [79], motivating our study.

Also, with more fact-checking work being done by machine learning algorithms [28], one
interesting but rarely investigated question-related to both venues is: After computational
methods detect fake news, how to convincingly present the result to users to make informed
decisions consequently? To answer this intriguing question, we investigate the following
research questions:

1. RQ1: Will the presence of a fact-checking warning increase participants’ fake news
detection relative to a control condition in which there is no warning?

2. RQ2: Will the presence of automatic fake news detection results using machine
learning algorithms increase participants’ fake news detection relative to the control
condition?

3. RQ3: What is the best way to communicate the result of machine learning based
on fake news detection?

In our study, we proposed new machine-learning warnings in response to an emphasis
on “algorithm transparency” [99–101]. A Fact-Checking warning that was used in the
study of [21] was also used to see whether we could replicate their results. Using a
between-subjects design, we conducted two online experiments on Amazon Mechanical
Turk (MTurk), in each of which the immediate, short-term, and long-term effectiveness
of three warnings against a control condition was evaluated in three phases, respectively.
Across two experiments, 1, 176 MTurk workers completed three interrelated decision
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tasks of recognition, detection, and sharing to different news (half real and half fake) in
each phase. In addition to the analysis of decision rates, we used a signal-detection theory
(SDT) [102,103] approach assessing individuals’ susceptibility and bias at detecting fake
news.

Across all phases of Experiment 1, participants showed limited recognition and cautious
sharing decisions in general. Compared to the control condition, participants increased
their correct detection of both fake and real news in the Fact-Checking condition but not
the others. In Experiment 2, when the news source, a cue that most participants used
to identify news’ legitimacy, was removed from each news headline, similar results were
obtained for the recognition and sharing tasks. But the effect of the Fact-Checking warning
obtained in Experiment 1 disappeared. Instead, compared to the control condition, a
Machine-Learning-Graph warning increased participants’ sensitivity in differentiating
fake and real news.

Our work makes the following three key contributions:

1. We proposed and evaluated the use of warnings to communicate the results of
machine-learning-detected fake news to users. Across three machine-learning
warnings, only the machine-learningrning-Graph warning that includes the detailed
results of machine-learning-based detection increased individuals’ correct detection
of fake news, suggesting that a transparent machine learning algorithm is critical
to improve people’s fake news detection.

2. Our results showed that the Fact-Checking warning increased participants’ correct
detection of both fake and real news when the source was included in news headlines
but not when the source was excluded. Participants showed more trust on the
Fact-Checking warning even though the best detection performance was obtained
with the Machine-Learning-Graph warning, suggesting promoting users’ fake news
detection does not necessarily promoting users’ trust on the warning.

3. We introduced a SDT approach to investigate individuals’ fake news detection
and obtained that the Machine-Learning-Graph warning increased participants’
sensitivity to differentiate fake from real news but not the Fact-Checking warning.

These contributions bridge the two venues of fake news mitigation and should help
researchers and practitioners improve their understanding of people’s decision-making in
facing fake news and propose usable and transparent algorithms to address fake news
problems.

18



3.2 Related Work

3.2.1 Human Fake News Detection

Within experimental settings, a few factors have been investigated to understand their
impact on people’s belief in and willingness to share fake news on social media. Pennycook
et al. [79] conducted online studies examining the influence of warning and repetition.
In their Experiments 2 and 3, participants were asked to evaluate different pieces of
news in multiple stages. In stage 1, participants were asked to indicate whether they
were to share news headlines (half fake and half real) on social media. Also, half of the
participants were randomly assigned to a warning condition, in which all fake news stories
were flagged with a caution symbol and the text “Disputed by 3rd Party Fact-Checkers”.
The rest half were assigned to a control condition in which no warning was presented.
After a distracting stage, in stage 3, participants were asked to rate the familiarity and
accuracy of real and fake news headlines (a half from stage 1 and a half from a new
set of headlines). Each participant in Experiment 3 was also invited to return for a
follow-up session one week later, in which the same headlines were seen in stage 3 and
a new set of headlines were presented. Results showed that repeated headlines were
rated as more “real” than novel headlines regardless of headlines’ legitimacy and warning.
The increased accuracy perception obtained with a single exposure lasted even after a
week, regardless of the warning. Although the main effect of warning and its interaction
with news legitimacy were significant in Experiment 2, neither term was significant in
Experiment 3.

Clayton et al. [21] conducted an online study to investigate the effect of warning
further. To eliminate confounding variables, they removed the source from all news
headlines. In one condition, they implemented a “Fact-Checking” warning similar to
that in [79] but specified the third parties’ names within the warning. 413 participants
in the condition indicated their perceived accuracy and likelihood to “Like” or share nine
news (six fake, four of which with a warning, and three real). Compared to a control
condition, participants’ perceived accuracy of fake news with the warning was reduced,
indicating the effectiveness of using a warning to reduce participants’ belief in fake news.

A comparison between the studies of [79] and [21] revealed several critical differences,
which may cause the ineffectiveness of the warning in Experiment 3 of [79], but the effect
obtained by [21]. First, warnings were presented at the familiarity phase of [79] but the
evaluation phase of [21]. Thus, Clayton et al. [21] evaluated the effect of warning, but
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Pennycook et al. [79] evaluated its short-term effect. Second, the source was removed
for each news headline used by [21], which may increase participants’ reliance on using
warnings to assess the legitimacy of news headlines. Also, the 3rd party names were
specified in [21], which may increase individuals’ trust in the warning. Accordingly, in
our work, we investigated a warning like [21] during the assessment phase but varied the
presence and absence of the source to understand how it impacts individuals’ belief in
fake news with warnings. Besides, we evaluated the immediate, short-term, and long-term
effects of the warning in different phases and asked participants to indicate their trust
level in the warning.

3.2.2 Computational Fake News Detection

In recent years, much attention has been made to detect fake news using computational
means (e.g., [13–15]), especially using various features such as single-modal [63, 64] and
multi-modal features [66, 67]. The single-modal methods mainly focus on analyzing the
textual contents of news, for example, counting the number of assertive words which are
shown more in trusted sources [63] or evaluating the consistency between topic sentence
and main text [64]. Meanwhile, multi-modal methods include features derived from
various sources, such as contents of news, users who posted news, publishers of news,
or how news has propagated in a network. For instance, those features can be several
textual features, including news contents and user’s comments [65] or different data types,
including a combination of text, image, or video [66–68].

In addition, to provide the accountability of algorithmic solutions, researchers have
started offering details about the inner mechanisms of machine learning algorithms [104].
With more fact-checks done by machine learning algorithms [28], we study how to present
the result after the detection of fake news occurs. Specifically, the machine-learning
warnings in our study were not generated by machine-learning algorithms. Instead, we
used hypothetical evaluation metrics (e.g., accuracy) and multi-modal features (e.g., text,
picture) of machine learning algorithms within various warning signs (e.g., one with the
wording “Machine Learning”) to leverage the advancements in computational solutions.

3.2.3 Signal Detection Theory

Accuracy measure, such as the number of correct identification of fake news, is incomplete
in understanding individuals’ vulnerability to fake news because they ignore factors,
such as the influence of real news. Accordingly, in our work, in addition to measures of
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decision rates, we use SDT [105] to understand individuals’ detection in response to fake
news. SDT has been implemented for investigating decision-making in the context of
perceptual uncertainties and risk [102], such as susceptibility to a phishing email and
web pages [106,107].

In SDT, participants’ responses are defined as two normal distributions of pieces
of evidence, representing both signal and noise. The difference between the means of
signal and noise distributions reflects participants’ sensitivity (d′), e.g., their ability to
tell whether a piece of news is fake. Independent from d′, SDT also allows a measure of
participants’ response criterion (c), e.g., their tendency to treat a piece of news as fake.
In the context of fake news detection, the signal will be fake news to detect, and the
noise will be real news. If the news is fake and the decision for the news judgment is
suspicious, the trial is a H : hit. If there is a piece of real news but is judged suspicious,
it is a FA: false alarm. If fake news is misjudged as non-suspicious, it is a miss. Finally,
if real news is judged as non-suspicious, it is a correct decision. d′ and c are derived as
follows:

d′ = z(H) − z(FA) (3.1)

c = −0.5[z(H) + z(FA)] (3.2)

Therefore, using SDT, the evaluation of how well a participant detects fake news will be
not influenced by whether the participant is biased or not.

3.3 Method
The question of whether machine learning warning reduces individuals’ fake news sus-
ceptibility has consequences for a broader perspective on the deployment of transparent
machine learning algorithms. In this paper, we conducted two experiments investigating
the three RQs by examining participants’ recognition, detection, and willingness to share
fake and real news1.

We conducted a between-subjects online study investigating the effect of two machine-
learning and one fact-checking warning in mitigating fake news. In addition to the three
warning conditions, a control group (CON ) in which no warning was presented was also
included in the study. Participants made recognition, detection, and sharing decisions on

1The detailed data from all our experiments is available for download at http://pike.psu.edu/
download/websci19/
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fake and real news in three phases. In Phase 1, participants got warnings on fake news
trials except for those participants in CON. After a distraction task of filling demographic
information, Phase 2 started, in which participants did the same task as Phase 1 without
warning to evaluate the short-term effect of the warning. One week later, we invited each
participant back to Phase 3 to do the same task as Phase 2 to evaluate the long-term
effect of the warning. Half of the trials in Phase 3 were news headlines that were already
presented in Phases 1 and 2, which were used to investigate participants’ decisions of
repeated fake news.

The study was conducted on Amazon MTurk, and all participants were (1) at least
18 years old, (2) located in the United States, and (3) with a human intelligence task
approval rate above 95%. Participants were allowed to participate in the study once.
Our online study was programmed using Qualtrics. This and the following study were
approved by the Institutional Research Board of The Pennsylvania State University.

Materials. We created 24 news headlines in the format of Facebook posts, consisting
of a picture, source, header, and a short description (see Figure 3.1). 12 were verified fake
news from snope.com and politifact.com, well-known third-party fact-checking websites.
The other 12 news headlines were real news chosen from major news media, such as
huffpost.com and reuters.com. The 24 pieces of news were divided into three groups
(half real and half fake in each group). For each condition, a Latin-square design was
implemented to balance the order of the groups across three phases.

In Experiment 1, we proposed three warnings: Fact-Checking (i.e., human fact-
checkers) (FC ), Machine-Learning (ML), and Machine-Learning-Accuracy (MLA). Each
warning was attached to the bottom of the fake news in the study. Figure 3.1 gives a
depiction of the warning design and the content of each warning. The two machine-
learning warnings were the same, except a hypothetical value, 97%, was described in the
MLA warning to indicate the accuracy of the machine-learning algorithm.

In Experiment 2, to increase the transparency of machine learning algorithms, we
proposed a Machine-Learning-Graph (MLG) warning in which factors that a machine
learning algorithm considers during the fact-checking are provided under “Disputed by a
Machine Learning Algorithm” label. Because participants identified the news source as
the most influential factor in their judgment of the news headlines’ legitimacy, we also
assessed the robustness of the effect of the FC warning from Experiment 1 by removing
the source information. We also included CON and ML without sources to provide
baselines for evaluation.
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! Disputed by Snopes.com and PolitiFact.com

! Disputed by a Machine Learning Algorithm 

!

Pope Francis Orders White Women To ‘Breed’ With Muslims 
YOURNEWSWIRE.COM

Pope Francis has compared Jesus Christ to the leader of an Islamic terrorist

death culth and suggested Christian missionaires have a lot in common with

Disputed by a Machine Learning Algorithm with 97% Accuracy

Figure 3.1: Warnings presented in Experiment 1, top row: A piece of fake news with
Fact-Checking (FC ) warning, center row: Machine-Learning (ML) warning, and bottom
row: Machine-Learning-Accuracy (MLA) warning.

23



The selected news was released from April to June 2018, and the topic of news was
limited to politics because 1) political news is one type of the most popular news that
most individuals will read every day, so most people have a certain sense to judge its
credibility without professional knowledge; 2) the negative effect caused by fake political
news has become a critical issue in our daily life [98]. For example, in the 2016 American
presidential election period, a piece of news titled “Pope Francis Shocks World, Endorses
Donald Trump for President” 2 shook the world and commoved voters. Therefore, we
believe political news should be treated as one of the top priority news types in solving
fake news problems.

Procedure. Figure 3.2 illustrates the flow chart of Experiment 1. Participants were
randomly assigned to one of the four conditions. After participants made an informed
consent, Phase 1 started. Eight different pieces of news (half fake) were presented one at
a time in a randomized order. Participants were instructed to view the headline first
and then decide whether they have heard about the news (i.e., Yes, Unsure, No). Then,
participants were asked to judge the accuracy and decide their willingness to share the
news on a 5-point Likert scale, respectively (1 means “Very inaccurate” or “I would never
share news like this one”, 5 means “Very accurate” or “I would love to share news like
this one”).

After Phase 1, participants completed a demographic questionnaire that asked for
age, gender, race, etc., as a distraction. Then Phase 2 started, in which participants
completed the same three tasks with another set of eight news as Phase 1, except that the
warning labels were removed. At the end of Phase 2, participants completed additional
questions about their computer skill, social media experience, interest in politics, factors
that impact their decisions on three tasks, and their trust in the warning on a 5-point
Likert scale (1 means they did not trust the warning at all, 5 means they trust the
warning a great deal). Phase 3 was conducted one week after Phases 1 and 2. Each
participant received emails inviting him/her to evaluate a set of 16 pieces of news (half
real and half fake) as in Phase 2. The given news included a new set of eight news, and
four from Phase 1 and another four from Phase 2. Each participant was compensated
for $0.5 for the completion of Phases 1 and 2, and participants who finished Phase 3
received an extra $0.5.

2https://www.snopes.com/fact-check/pope-francis-donald-trump-endorsement/
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3.4 Results

3.4.1 Experiment 1

We recruited 800 MTurk workers on July 27, 2018. After removing nine incomplete
submissions, 44 responses with both duplicate GPS coordinates (longitude and latitude
provided by Quarltrics) and IP addresses, 178 responses with duplicate GPS coordinates
but different IP addresses (rationales adopted from [108]), and 17 responses submitted
within 3 minutes (median completion time is about 7 minutes), the numbers of participants
that we accepted for the three warning conditions were 132, 136, and 138, respectively.
The number of participants recruited in the CON condition was 146. In total, 552
participants (55.2% female) were included for data analyses. Participants’ average age
was 39, with 75% between 20 to 40 years. 55% of participants were college students or
professionals who had a bachelor’s or higher degree. The demographic distributions were
similar among the four conditions.

For our analysis, selection rates of “Yes” for the recognition task were calculated for
fake news and real news, respectively. For the detection task, choices of “Very inaccurate”
and “Inaccurate” for fake news, and choices of “Accurate” and “Very accurate” for real
news, were counted and coded as correct. The selection ratio of “Probably yes” and “I
would love to share news like this one” of the sharing task were counted for fake and real
news, respectively. For each task, we also measured participants’ selection rates of the
“Unsure” option.

For each phase, specified decision rates (range from 0 to 1) of each participant for each
task were transferred into arcsine values and then entered into 2 (news’ legitimacy: fake,
real) × 2 (condition: CON, one warning label) mixed analysis of variances (ANOVAs),
with a significance level of .05. At Phase 3, we included eight news from Phases 1 and 2,
so repetition (repeated, non-repeated) was added as another within-subject factor for the
tests.

Because the proportion of successful fake news detection ignores the influence from
real news, we also used the SDT examining participants’ sensitivity (d′) and response
bias (c) based on their correct detection of fake news (H ) and incorrect detection of real
news (FA). To accommodate H and FA rates of 0 or 1, a log-linear correction added
0.5 to the number of H, 0.5 to the number of FA, 1 to the number of signals (fake
news), and 1 to the number of noise (real news) [106,109]. Although the true d′ values
were underestimated by the log-linear correction [109], the relative differences across the
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conditions should reflect differences apparent in the raw accuracy data. Measures of d′

and c of detection decisions from Phases 1 and 2 were submitted to two-sample t-tests.
At Phase 3, ANOVAs were conducted with repetition added as a within-subject factor.

Phase 1: Effect of warning. Table 1 lists the specified decision rates of each task
for each condition in each phase, as well as the SDT measures for the detection task.

Recognition decisions. Across all phases, participants recognized more real news
(34.6%) than fake ones (4.6%), Fs > 99.29, ps < .001, η2

ps > .459, and were more unsure
about the recognition of real news (20.4%) than fake news (7.5%), Fs > 32.64, ps <

.001, η2
ps > .248. No term involved condition was significant except the unsure recognition

in FC (10.9%) was smaller than in CON (14.3%), F(1,276) = 4.31, p = .039, η2
p = .015. So,

we focus on the analyses of detection and sharing decisions in the following parts but
return to recognition decisions in the General Discussion.

Detection decisions. Analyses of correct detection decisions revealed that the
main effects of news legitimacy were significant across all comparisons, Fs > 160.56, ps <

.001, η2
ps > .368. Regardless of conditions, participants correctly detected more fake news

(74.4%) than real news (40.7%). Relative to CON (56.2%), the overall correct detection
rate was higher for FC (62%), F(1,276) = 5.99, p = .015, η2

p = .021, but not the other
conditions (ML: 55%, MLA: 57.1%), Fs < 1.0. However, the two-way interaction of news
legitimacy and the condition was not significant, F < 1.0. Thus, the FC warning not
only increased participants’ correct detection of fake news but also increased their correct
detection of real news, suggesting that participants may rely on the presence and absence
of the warning to judge the legitimacy of news headlines.

Across all comparisons, participants were more unsure in detecting real news (35.8%)
than fake news (18.9%), Fs > 56.92, ps < .001, η2

ps > .169, which made sense since
the warning label was presented with fake news only. Relative to CON (28.6%), only
participants in FC (22.4%) showed less unsure about their detection, F(1,276) = 6.05, p =
.015, η2

p = .014, but not the other conditions (ML: 28.1%, MLA: 29.9%), Fs < 1.0. Also,
the reduced unsure detection rate (about 6%) of the FC warning was almost equal to
the increased correct detection rate of the FC warning (about 6%), suggesting that
participants relied on the FC warning to make decisions mainly when they were uncertain
about the news’ legitimacy. The main effect of the condition did not interact with news
legitimacy, F < 1.0, indicating the effect of FC was similar between fake and real news.
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SDT measures. When warning was present, participants showed minimal bias toward
detecting news as fake across all conditions (c = 0.02). Compared to CON (d′ = 1.17),
participants’ sensitivity to differentiate fake and real news were similar for all warnings
(FC: d′ = 1.37, t(276) = 1.80, p = .073; ML: d′ = 1.12, t < 1.0; and MLA: d′ = 1.34,
t(282) = 1.50, p = .135).

Sharing decisions. Participants’ overall willingness to share the news was low
(see Table 1), but their willingness to share real news (14.9%) was higher than that of
fake news (5.9%), Fs > 41.78, ps < .001, η2

ps > .130. Neither the main effect of condition
(CON vs. FC vs. ML vs. MLA: 10.1% vs. 10.2% vs. 11.7% vs. 9.6%) nor its interaction
with news legitimacy were significant, Fs < 3.51.

Participants were more unsure about sharing real news (13.5%) than fake news
(6.9%), Fs > 28.89, ps < .001, η2

ps > .095. Compared to CON (9.5%), participants in
FC (5.6%) were less unsure about their decisions, F(1,276) = 6.46, p = .012, η2

p = .016,
but not participants in ML (12.5%) or MLA (12.9%) conditions, Fs < 1.0. Consistent
with the results of unsure detection decisions, the FC warning also reduced participants’
uncertainty during sharing decision-making.

Phase 2: Short-term effect of warning. Specified decision rates and SDT mea-
sures for Phase 2 are listed in Table 1.

Detection decision. As in Phase 1, the main effect of news legitimacy was
significant, Fs > 149.60, ps < .001, η2

ps > .352. When the warning was absent in Phase
2, participants’ correct detection of fake news (70.1%) was still better than that of real
news (38.8%). For unsure option selection, the main effect of news legitimacy was also
significant, Fs > 67.55, ps < .001, η2

ps > .197. Same as in Phase 1, participants showed
less unsure of fake news (23.3%) than that of real news (38.6%). Regardless of the
warning’s presence or absence, more uncertainty at detecting real news than fake news
probably was not due to the lack of decision aid for real news trials. No other terms were
significant or approached significance.

SDT measures. When the warning was absent in Phase 2, across all conditions, par-
ticipants showed similar sensitivity (d′ = 1.17) and minimal bias toward detecting news
as real (c = 0.09), see Table 1. Neither measure showed a difference across conditions,
ts ≤ 1.35. Taking the results of the detection decision and SDT measures together,
participants’ reasonably accurate detection of fake news but not real news seems mainly
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due to their uncertainty of real news.

Sharing decision. Without warnings, participants were more willing to share
real news (13.7%) than fake news (6.9%), Fs > 24.25, ps < .001, η2

ps > .079, and were
more unsure about sharing of real news (15%) than fake news (9.1%), Fs > 12.56, ps <

.001, η2
ps > .043. No term involved condition was significant.

Phase 3: Long-term effect of warning. A total of 225 participants returned
for Phase 3. Return rates (CON : 41.8%, FC : 42.4%, ML: 42.7%, MLA: 36.2%) and
demographics were similar across conditions. Decision results and SDT measures for
Phase 3 also are shown in Table 1.

Detection decisions. Correct detection of fake news (67.2%) was still better than
that of real news (42.1%), Fs > 50.46, ps < .001, η2

ps > .305. And the main effect of news
legitimacy interacted with repetition across all comparisons, Fs > 20.84, ps < .001, η2

ps >

.151. Participants correctly detected more fake news, which was presented in Phase 3
only (73.2%) than those from Phases 1 and 2 (61.2%). However an opposite pattern
was obtained for the real news: participants correctly detected less real news, which was
presented in Phase 3 only (38.7%) than those from prior phases (45.4%).

For unsure option selection, both the main effect of news legitimacy and its interaction
with repetition were significant across all comparisons, Fs > 4.03, ps < .047, η2

ps > .033.
As in the prior two phases, participants were more unsure of detecting real news (34.5%)
than fake news (23.5%). Besides, participants’ uncertainty selection difference between
repeated and non-repeated pieces of news was larger for fake news (repeated: 27.0%,
non-repeated: 20.0%) than for real news (repeated: 33.4%, non-repeated: 35.7%).

SDT measures. Across conditions, there were no differences for both d′ and c
for the detection decisions, Fs < 1.0. But participants were biased to judge re-
peated pieces of news as real (c = 0.22) and non-repeated news as fake (c = -0.28),
Fs > 116.58, ps < .001, η2

ps > .517. Also, participants tended to be less sensitive for
repeated news (d′ = 0.99) than non-repeated news (d′ = 1.16), with the effect of rep-
etition was significant for FC and ML, Fs > 3.94, ps > .049, η2

ps > .033, but not MLA,
F(1,109) = 2.95, p = .088, η2

p = .026.

Sharing decisions. One week later, the willingness to share real news (16.7%) was
still higher than that of fake news (9.7%), Fs > 14.34, ps < .001, η2

ps = .109. No other
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effects were significant, except there was a main effect of repetition for the group of FC,
F(1,115) = 4.14, p = .044, η2

p = .035. Participants’ willingness to share news was reduced
for FC (11.4%) than for CON (15.8%).

For the unsure option, only the main effects of news legitimacy were significant,
Fs > 16.47, ps < .001, η2

ps = .131. Again, participants showed more unsure to share real
news (15%) than fake news (8.1%).

Post-session questions. 72.6% participants did not have a major or work experience
in computer-related fields, and 97.5% of participants did not show concern about using
computers successfully in diverse situations. 73.2% of participants indicated that they
used social media, such as Facebook and Twitter, daily or a few times a week. 82.6% of
participants had an interest in politics.

When asked participants to confirm factors that impact their decisions on news’
credibility and sharing on social media, Most participants selected source as the most
influential factor for their detection (59.2%) and sharing (46.7%) decisions. Overall,
participants did not demonstrate significant trust in the warnings; 31.8% expressed “a
great deal” or “a lot” of trust, 30.8% reported a moderate level of trust, while 37.4%
exhibited little or no trust. A chi-squared test showed that participants’ trust on warning
varied across conditions, χ2

(2) = 7.27, p = .026, mainly due to more trust obtained for
FC (40.2%) than ML (25%), padj. = .023.

Summary. In Experiment 1, we proposed two machine-learning warnings and
evaluated their effects and one fact-checking warning to help individuals mitigate fake
news. In Phase 1, relative to CON in which no warning was present, better detection
results were obtained for the FC warning but not the ML and MLA warnings. The
FC warning improved the correct detection of both fake and real news, suggesting that
participants may use the presence and absence of warning as the criterion to make
their detection decision, which is in agreement with the more trust obtained for the
FC warning in post-session questions. When no warnings were displayed with fake
news in Phases 2 and 3, the effect of FC disappeared. The FC warning did not show
any short-term or long-term effect in helping participants detect fake news, probably
because there were no details to inform participants about why the fake news was labeled.
Although machine learning is a buzzword, participants showed less trust in the two
machine-learning warnings than the fact-checking warning, suggesting that they may
not necessarily understand what it is and, consequently, distrust its use for fake news
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detection.

3.4.2 Experiment 2

We recruited extra 800 MTurk workers on October 16, 2018. The requirements to
participate in this study were the same as in Experiment 1. Furthermore, any participants
who had already participated in the previous study were excluded.

Materials and procedures of Experiment 2 were identical to Experiment 1 except as
noted. First, we removed the source for all the 24 news headlines used in Experiment
1. Second, for the MLG condition, we added an extra bar chart below the warning
label to represent factors that our hypothetical multi-modal machine learning algorithm
considers (e.g., [65–68]). Three factors, “Source Reliability”, “Content Trustfulness”,
and “Picture/Video Truthfulness”, were listed from top to bottom. A filled bar graph
accompanies each factor, and the length of each bar indicates values that the machine
learning algorithm derived for the evaluation of the factor. The shorter the filled blue
bar, the less reliable or accurate the news (see Figure 3.3).
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Source Reliability

Content Truthfulness

Picture/Video Truthfulness

0 100(%)50

*Factors that the machine learning algorithm considers

! Disputed by a Machine Learning Algorithm 

Figure 3.3: Machine-Learning-Graph (MLG) warning of Experiment 2. In Experiment 2,
to increase the transparency of machine learning algorithms, we proposed a Machine-
Learning-Graph (MLG) warning in which factors that a machine learning algorithm
considers during the fact-checking are provided under the “Disputed by a Machine
Learning Algorithm” label.
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Using the same criterion as Experiment 1, we got a total of 624 (54.9% female)
valid responses, with 153, 160, 160, and 151, for CON, FC, ML, and MLG, accordingly.
Participants’ average age was 39.5 years. 54.2% of participants hold a bachelor’s or
higher degree. For each task in each phase, specified decision rates and SDT measures as
a function of the condition were calculated for each participant. Analyses of the decision
rates and SDT measures were conducted in the same way as Experiment 1.

Phase 1: Effect of warning. Table 1 lists the specified decision rates and SDT
measures. Same as Experiment 1, participants recognized more real news (34.5%) than
fake news (5.1%) regardless of conditions or phases, Fs > 103.94, ps < .001, η2

ps > .512,
and were more unsure about recognizing real news (21.1%) than fake news (7.4%),
Fs > 19.83, ps < .001, η2

ps > .181. Again, we focus on the analyses of detecting and
sharing decisions in the following parts but return to recognition decisions in the General
Discussion.

Detection decisions. The main effect of news legitimacy was significant across all
comparisons, Fs > 130.56, ps < .001, η2

ps > .296. Participants correctly detected more fake
news (74.0%) than real news (42.5%). Moreover, for MLG, compared to CON, there was a
two-way interaction of news legitimacy and condition, F(1,302) = 5.48, p = .020, η2

p = .018.
Those participants made more correct decisions on fake news with the MLG warning
(78.3%) than without warning (70.1%), but their correct decision on real news was similar
between the two conditions (CON : 44.8%, MLG: 43.0%), suggesting the effectiveness of
MLG in reducing participants’ fake news susceptibility. Relative to CON, neither the
main effect of the condition nor its interaction with the condition was significant for the
correct detection with FC or ML warnings, Fs < 3.05.

For unsure detection, compared to the CON, only the main effect of news legitimacy
was significant across all comparisons, Fs > 74.86, ps < .001, η2

ps > .194, Participants
were more uncertain about the accuracy of real news (36.2%) than fake news (19.2%).

SDT measures. When warning was present, compared to CON (d′ = 1.20), partic-
ipants’ sensitivity to differentiate fake and real news was better for MLG (d′ = 1.41),
t(302) = 1.98, p = .048, but not other conditions (FC: d′ = 1.33, t(311) = 1.17, p = .242,
and ML: d′ = 1.26, t < 1.0). Relative to CON (c = 0.11), participants showed similar
bias for each warning [MLG (c = -0.004): t(302) = −1.84, p = .067; FC (c = 0.06): t < 1.0;
and and ML (c = 0.04): t(311) = −1.05, p = .294].
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Sharing decisions. Compared to CON, only the main effect of news legitimacy
was significant for both sharing and unsure decisions for all warnings, Fs > 15.31, ps <

.001, η2
ps > .047. In general, participants were more willing to share real news (14.8%)

than fake news (7.0%), and they also showed more uncertainty in sharing real news
(12.8%) than fake news (6.7%).

Phase 2: Short-term effect of warning. Decision results and SDT measures of
each task are shown in Table 1.

Detection decisions. When the warning was absent after a short distraction
task, the main effect of news legitimacy was still significant across all comparisons,
Fs > 119.49, ps < .001, η2

ps > .278. Participants correct detection of fake news (67.4%)
was better than that of real news (39.4%). However, the effect of MLG obtained in
Phase 1 disappeared, F < 1.0. For unsure option selection, participants still showed
more unsure for real news (41.2%) than fake news (24.7%) across all comparisons,
Fs > 68.11, ps < .001, η2

ps > .184.
SDT measures. When the warning was absent, neither measure showed difference

across conditions, ts ≤ −1.29, ps ≥ .197.

Sharing decisions. Sharing decisions also showed the same pattern as prior results
(see Table 1). Participants were more willing to share real news (15.0%) than fake news
(7.2%), Fs > 36.69, ps < .001, η2

ps > .106. For unsure option selection, participants
also showed more uncertainty about sharing real news (13.8%) than fake news (8.5%),
Fs > 18.69, ps < .001, η2

ps > .058. Moreover, the effect of warning was revealed in all com-
parisons. Relative to CON, participants who saw the MLG warning in Phase 1, increased
their uncertainty about sharing fake news but reduced their uncertainty about sharing real
news, F(1,302) = 4.14, p = .043, η2

p = .014. Participants who saw the FC warning in Phase
1 showed a similar pattern as participants in MLG, F(1,311) = 3.87, p = .050, η2

p = .012.
But their increased susceptibility of fake news was numerically smaller than that of MLG,
and reduced susceptibility of real news was numerically larger than that of MLG. And
for participants in ML, they reduced their uncertainty of sharing both fake and real news,
F(1,311) = 4.61, p = .033, η2

p = .015.

Phase 3: Long-term effect of warning. After one week, 206 participants returned
for Phase 3. Return rates (CON: 30.7% , FC: 37.5%, ML: 28.1%, MLG: 35.8%) and
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demographics were similar across conditions. Decision results were also shown in Table 1.

Detection decisions. Same as Experiment 1, participants still correctly detected
more fake news (68.8%) than real news (41.9%) one week later, Fs > 37.17, ps <

.001, η2
ps > .261, and their correct detection pattern varying as a function of repetition,

Fs > 9.76, ps < .002, η2
ps > .098. Across all conditions, participants’ correct detection of

repeated fake news (64.4%) was smaller than their correct detection of non-repeated fake
news (73.1%). However, participants correctly detected more repeated real news (45.9%)
than non-repeated real news (38.0%). Although participants in the MLG condition
showed numerically better results in detecting fake news, the long-term effects of MLG
were not significant, Fs < 1.0.

Participants were more unsure about the selection of real news (36.4%) than fake news
(23.0%), Fs > 18.80, ps < .001, η2

ps > .173. Although the main effect of repetition was
not significant, it interacted with the news legitimacy, Fs > 10.41, ps < .002, η2

ps > .104.
Participants were more unsure about detecting fake news from real news that was repeated
than those that were non-repeated.

SDT measures. Same as Experiment 1, there were no differences for both d′ and c
for the detection decisions across conditions, Fs < 1.0. Nevertheless, participants showed
less sensitivity for the repeated news headlines (d′ = 1.01) than for the non-repeated
news headlines (d′ = 1.26), Fs > 4.61, ps < .035, η2

ps > .045. They also tended to be
biased to judge repeated news as real (c = 0.16) than non-repeated news (c = 0.07), with
the effect of repetition was significant for ML and MLG, Fs > 5.55, ps < .021, η2

ps > .058,
but not FC, F(1,105) = 3.51, p = .064, η2

p = .032.

Sharing decisions. Same as prior phases, participants showed more willingness
to share real news (12.6%) than fake news (8.0%), Fs > 8.42, ps < .005, η2

ps > .074.
Participants only showed more unsure about sharing real news than fake news for the
comparison between CON and FC, F(1,105) = 9.95, p = .002, η2

p = .087. The two-way
interaction of repetition and condition was significant for the comparison between CON
and MLG, F(1,99) = 8.62, p = .004, η2

p = .080. Compared to CON, participants in MLG
condition showed more uncertainty at sharing news that was non-repeated but less
uncertainty at sharing news that was repeated.

Post-session questions. Overall results of post-session questions in Experiment 2
were similar to those from Experiment 1. 72.4% of participants did not have a major or
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work experience in computer-related fields, and 98.2% of participants were not concerned
about using computers successfully in diverse situations. 74.2% of participants indicated
that they used social media, such as Facebook and Twitter, more than a few times a
week, and 84.8% of participants had an interest in politics.

When asked how much their trust in the warning when evaluating the accuracy of
news during the study, participants did not show much trust in warnings in general, with
16.8% giving “a great deal” or “a lot” trust, 28.2% indicating their trust was moderate,
and 55% showed a little or no trust. Participants’ trust level also varied across warnings,
χ2

(2) = 34.40, p < .001. Participants showed more trust for FC (30.6%) than ML (7.5%),
padj. < .001, and MLG (11.9%), padj. < .001, respectively.

Summary After removing the source within each news headline, in Experiment 2,
we did not obtain the effect of the FC warning as in Experiment 1. Compared to CON
in which no warning was presented, the MLG warning improved participants’ detection
of fake news and increased their sensitivity to differentiate fake and real news, while
the ML warning did not. When warnings were absent in Phases 2 and 3, neither the
main effect of warning nor its interaction with other factors were significant for detection
decisions. However, the effects of MLG and FC were revealed in participants’ increased
uncertainty of sharing fake news but reduced uncertainty in sharing real news in Phase
2, suggesting a short-term effect for both warnings. Although participants showed better
fake news detection with MLG in Phase 1, their trust on the MLG warning was less than
that of the FC warning, suggesting that participants’ better detection of fake news with
MLG in Phase 1 was mostly due to their reliance on the factors that presented within
the warning.

3.5 General Discussion
Across two experiments, we proposed three machine-learning warnings and evaluated
their effects and a fact-checking warning in helping individuals mitigate fake news. Both
decision rates and SDT measures showed the effect of MLG warning in helping participants
differentiate fake news from real ones. When no warnings were displayed in Phase 2,
although the MLG warning did not impact individuals’ detection decisions, participants
increased their uncertainty in sharing fake news but reduced their uncertainty in sharing
real news, suggesting a short-term effect of the warning.

We obtained that the effect of FC warning increased participants’ correct detection
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of both fake and real news when the source was included in news headlines but not when
sources were excluded. Although the FC warning did not impact individuals’ detection
decisions when the source was excluded, they increased participants’ uncertainty in
sharing fake news and reduced their uncertainty in sharing real news when the warning
was not displayed in Phase 2, suggesting a short-term effect. Thus, our results did not
replicate [21], but are somewhat consistent with [79], showing a small effect of the
warning. With the FC warning, participants increased not only the correct detection of
fake news to which the warning was attached but also the correct detection of real news,
suggesting that participants probably relied on the presence and absence of the warning
to make the detection decision.

3.5.1 Limited Effect of Warning Labels

All the warnings that have been implemented in current and prior studies (e.g., [79])
revealed a small effect on mitigating fake news. One possible reason is that all those
proposed warnings are passive, which indicates misinformation to participants without
interrupting their primary task. i.e., viewing news headlines and obtaining new informa-
tion. Prior studies on cybersecurity, e.g., phishing [110,111], showed that participants
ignored passive security indicators and relied instead mainly on the website contents to
decide the trustworthiness of a web page. The results of current Experiment 1 showed
a similar pattern, in that participants mainly relied on the source of news to make the
news legitimacy decisions even when the warning labels were present. Therefore, one
way to improve the effectiveness of the warning is to make it active, which will capture
users’ attention and force users to choose one of the options that were presented by the
warning [112–114].

However, a zero-day exploit of fake news will leave no opportunity for automatic
detection and prevention, and people need to make a decision on their own [115].
Therefore, the ability to tell fake news from real news is an important skill for individuals
to acquire. Training is one promising approach to address individuals’ inability to
differentiate fake and real news. Also, prior studies in cybersecurity provided evidence
that knowledge gained from training enhanced the effectiveness of phishing warnings
[116]. Therefore, another way to improve the effect of warning is to embed training
within the warning and use each warning as an opportunity to train users on how to
mitigate fake news.
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3.5.2 Better Recognition of Real News

A point to note about the present study is that overall, participants recognized more
real news than fake news, and also showed more uncertainty in recognizing real news
than fake news. “Recognition” and “unsure” decisions represent two distinct processes
for recognition memory, recollection, and familiarity [117]. The distinction is that people
could recognize a piece of news as familiar but not be able to recollect where he or she
previously saw it.

Across three phases, participants appeared reasonably accurate at detecting fake
news, but their correct detection of real news was less than chance. SDT measures did
not show that participants were biased in judging news as fake, thus the poor detection
of real news was mainly due to participants’ more uncertainty about detecting real
news than fake news. A further Pearson correlation analysis revealed that the unsure
recognition of real news had a statistically significant positive linear relationship with
the unsure detection of real news for both experiments, ps < .001. The strength of the
association was approximately moderate for Experiment 1, r = .294, and there was a
small correlation r = .245 for Experiment 2.

Consistent with [118], our results showed that participants’ willingness to share
news was low in general and was lower for fake news than real news. Moreover, our
study revealed that participants were more uncertain about sharing real news than fake
news. For both experiments, Pearson correlation analysis showed a significant positive
association between unsure recognition and the unsure sharing, ps < .003, but with a
small correlation, r = .268 for Experiment 1, and r = .119 for Experiment 2.

Altogether, the better recognition and more uncertainty of real news suggest that
participants may have been exposed to those pieces of real news previously, and their
familiarity (uncertainty) with real news seems to have impaired their evaluation of news’
accuracy and their sharing decisions.

3.5.3 Effect of Repetition

At Phase 3, for those pieces of news that were repeated, participants showed better
recognition. Moreover, the increase of recognition was more evident for real news than
fake news, suggesting the repetition increased recollection of real news than fake news.
Consistent with the effect of repetition obtained by [79], SDT measures further revealed
that participants were less sensitive and more biased to judge news headlines as real for
news from prior phases than the news that was presented in Phase 3 only. Participants’
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unsure detection was also increased for the repeated pieces of news; however, the increase
was more evident for fake news than real news, suggesting that the repetition mainly
increased participants’ familiarity (uncertainty) with fake news. Therefore, our study
provided evidence that the repetition probably impacts the detection of fake and real
news differently.

Human memory has been described as an optimization of information retrieval, which
uses the statistics derived from past experience to estimate which knowledge will be
currently relevant [119]. Besides allowing individuals to remember objects and events
that they have actual experience, human memory systems are subject to distortion,
bias, and the creation of illusions [74, 120]. Combining the overall better recognition
of real news, increased recollection of repeated real news and increased familiarity with
repeated fake news, our study further indicates the important role that memory plays
in individuals’ belief in fake news. Further research should be conducted to explore the
extent to which memory affects individuals’ belief in fake news.

3.5.4 Limitations

In our experiments, the effectiveness of warning labels was evaluated with a convenience
sample of Amazon MTurk workers, who tended to be young, more educated, and more
tech-savvy than the general public. Thus, the generalization of current findings to
participants with different demographics needs to be further examined. In addition, the
experiment design is limited in its ecological validity. We considered a more ecologically
valid method, such as providing a social media interface during the study, but we decided
to present news headlines to exclude extraneous variables that may have an effect on
the outcomes, which increased our confidence in the internal validity of the obtained
results. Note that such a design was the same as the prior studies [21, 79], which made
our results comparable to the prior ones.

Another possible confound was that participants may have experienced the fact-
checking warning previously but not the machine learning warnings. Better performance
was only obtained for the MLG warning but not ML and MLA warnings, indicating
that novelty may not be critical. Finally, all news headlines in our study are politically
related, so generalizing the findings to other types of misinformation needs to be further
investigated. Finally, in this study, we did not consider participants’ political stance as a
factor due to our main interest in warning labels, and the prior study showed that the
partisan bias did not significantly affect participants’ susceptibility to fake news [20].
However, recently Gao et al. [121] obtained results indicating that the warning labels are
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more effective for participants in the liberal group than participants in the conservative
group. Therefore, to understand whether a pre-existing political stance interacts with a
machine-learning warning, future studies can consider the political stance of participants
as an extra factor and measure how it impacts participants’ belief in fake news.

3.6 Conclusion
In this work, we conducted two online experiments to understand the impact of machine-
learning warnings on reducing individuals’ fake news susceptibility. Each experiment
consisted of three phases examining participants’ recognition, detection, and sharing of
fake news, respectively. Across three machine-learning warnings, the Machine-Learning-
Graph warning increased participants’ sensitivity in differentiating fake from real news,
but participants showed limited trust in it. Our study results imply that a transparent
machine learning algorithm (that explains the detailed results) may be critical to im-
proving individuals’ fake news detection but not necessarily to increasing their trust.
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Chapter 4 |
Platform-Driven: Effects of AI Ex-
planations on Misinformation
Detection with a Warning

In this chapter, I delve into a second study on platform-driven corrections, building upon
the research introduced in the previous chapter, which examined the effectiveness of
machine-learning graph warnings. In the current research, I explore machine warnings
more in-depth with explanations. The expression style in the explanation part of
the warning is inspired by the framing effect and categorized into positively framed
explanations and negatively framed explanations. Through a total of three experiments,
I aim to elucidate which form of machine warning with explanation is more effective.

4.1 Introduction
In the context of the COVID-19 pandemic, the overflow of misinformation calls for urgent
measures to reduce such misinformation [25]. Many cases have presented how detrimental
health-related misinformation is as much as people can sometimes die from the wrong
treatment for COVID-19.1 To mitigate the rapid spread of misinformation on social
media [30], companies such as Meta and Twitter have created warning systems to debunk
fake news.2 Previous works [79,122] have shown that a debunking warning label plays
an effective role in mitigating fake news.

Meanwhile, active efforts have been devoted to effectively detecting fake news [28,
1https://www.bbc.com/news/world-53755067
2https://www.facebook.com/journalismproject/programs/third-party-fact-checking/new-ratings,

https://help.twitter.com/en/rules-and-policies/medical-misinformation-policy
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123,124]. Beyond improving detection models, recent research interest has expanded to
explainable artificial intelligence (XAI) to provide an explanation of how an AI system
detects fake news to news consumers [125,126].

The value of the XAI for misinformation mitigation lies in helping users not accept
or disseminate it. Empirical studies have been conducted to examine the effectiveness
of AI explanations in influencing humans’ misinformation detection [80,127–129]. For
example, Lu et al. [129] showed that presenting AI-based credibility indicators is effective
in nudging participants into aligning their misinformation detection with the AI model’s
prediction. Seo et al. found that ML warning with explanation increased participants’
ability to detect fake news more than the warning only when a news source was not
provided.

Despite the promising empirical findings, most of the existing research examines the
effectiveness of explanations through options to interact with the AI system, different
human behavior (i.e., misinformation detection or sharing), or other factors (e.g., social
influence). However, humans’ perception and acceptance of an explanation are often
shaped by how the problem is framed [24]. Moreover, prior work [80] presented that
although AI explanations help people detect misinformation better, participants’ trust
in the AI system decreased. To fill the gap, in this work, we investigate whether
explaining how an AI system debunks misinformation can improve the effectiveness
of misinformation warnings. We focus on COVID-19 fake news, considering its timely
importance. Specifically, we examine the following research questions(RQs).

• RQ 1. Will a misinformation warning with explanations improve humans’ ability
to detect fake news compared to the warning only? If so, will a positive framing
work better than a negative framing for the explanations?

• RQ 2. Will the effect of misinformation warnings with explanations depend on
the AI system’s reliability?

• RQ 3. Will the misinformation warning with explanations increase humans’ trust
in the AI system?

We conducted three online experiments by recruiting Amazon Mechanical Turk
workers (N = 2, 692). In Experiment 1, we investigated the effect of explaining how an
AI system debunks fake news on humans’ detection of misinformation with a warning
(RQ1). We proposed credibility explanations in both positive framing (i.e., POS) and
negative framing (i.e., NEG) and examined the framing effect in Experiment 2 (RQ1).
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In Experiment 3, we explored the impact of the AI system’s reliability (i.e., whether the
AI systems will make a lot of mistakes) (RQ2). We also evaluated humans’ trust in AI
systems (RQ3).

The results of our experiments suggest that the credibility explanations under negative
framing (i.e., NEG) decrease humans’ perceived accuracy ratings of fake news. Such
results underline the necessity to consider the framing effect in examining the effectiveness
of AI explanations in human misinformation detection. However, we find that humans do
not always depend upon the warning or the warning with explanations for misinformation
detection. They tend to think about miss errors (i.e., false negatives) of the AI systems.
Moreover, the system’s reliability is critical to address such suspicion. Those results
highlight the importance of informing users of the AI system’s reliability and possible
error types. Finally, although humans’ misinformation detection can be influenced by
explanations, they show more trust in the warning itself. Moreover, such trust increases
when the AI system’s reliability becomes higher. Our main contributions are summarized
as follows.

• We empirically examined the framing effect on misinformation warning with expla-
nations upon humans’ misinformation detection.

• We presented evidence showing the effectiveness of high system reliability in humans’
misinformation detection and their trust in AI systems.

• We provided implications for researchers and practitioners in designing AI explana-
tions to mitigate misinformation on social media platforms.

4.2 Related Work

4.2.1 Explainable Artificial Intelligence (XAI) and Misinformation
Correction

Much recent work has been conducted to examine factors and designs enabling users to
accept AI systems [130–133]. In line with those studies, XAI aims to make AI results
more interpretable with explanations [22,23,85]. Many misinformation detection systems
have been developed [62], but there is little research on how to display the detection
results in a way that users can understand. Several related studies explored the effect
of explanation in terms of AI evaluation on fake news [126] or investigated the effect of
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warning with a certain type of explanation [128,134]. However, those studies either did
not explain concretely how an AI system derived each prediction (i.e., local) or how the
AI system behaves in general (i.e., global). To fill the gap, our study explored the effect
of a warning with an explanation showing factors that an AI system evaluates for fake
news detection. Based on Seo et al. [80], which confirmed the effect of a transparent
machine learning warning, we designed our warning with an explanation to extend the
research scope along with the framing effect theory and the impact of an AI system’s
reliability.

4.2.2 Credibility for Misinformation Correction

Even though it is hard to find universal agreement on the concept of credibility across
different fields [135], credibility has been used as a major criterion to measure the quality
of information on the web [136] as well as traditional mass media [137]. Credibility can be
understood in terms of believability, trust, reliability, accuracy, fairness, and objectivity
[135]; therefore, it is naturally emphasized in detecting misinformation. A number of
studies have investigated the credibility of information on social media [135, 138–141].
Among them, Savolainen et al. suggested a conceptual framework of credibility by
dividing two approaches including the credibility of the author and the credibility of
mis/disinformation content. Meanwhile, Molina et al. [37] organized features of real news
and fake news, which are used for evaluation of news veracity. Based on these studies,
we created our credibility factors for an explanation.

4.2.3 Framing Effects

Explaining the basis of the AI system’s judgment is ultimately to help users understand
the explanation effectively to increase the user’s trust in the system [142]. In order for
users to be receptive to explanations, an effective explanation needs to be provided [23].
Charts are often used to explain the determinants of an AI system effectively [143,144],
which leads to the question of how to visualize charts more effectively. One approach
could be to consider different framing options. Tversky and Kahneman addressed the
framing effect first by explaining that people’s willingness to take risks can depend on
how options are presented [24]. In the privacy domain, Choe et al. [145] investigated
the effect of the privacy rating in the context of the framing effects through visual
representations of an app to warn the level of the app’s privacy protection. The study
confirmed the effect of a positively framed rating icon. On the contrary, in the health
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communication domain, Rosenblatt et al. [146] found that negatively framed warnings
are more effective than positively framed warnings. Greene et al. [147]’s study presented
no effects of providing a general warning about the dangers of online misinformation
regardless of framing. Despite the different targets and framing designs, these studies
throw insights that can be applied to our study. From the framing effect point of view, we
propose to compare the negative framing and positive framing of the chart explanation
to supplement the warning message against fake news.

4.2.4 Importance of Reliability

Previous studies showed that the effect of warning did not guarantee trust in the warning
system. One of the factors could be the reliability of the system. Reliability is regarded
as one factor of trust [148]. Several researchers [148, 149] demonstrated the impact of
reliability information in building users’ trust. Dzindolet et al. [148] confirmed that trust
in automation can increase with information about why a decision of an automated
system might err. In Chancey et al. [149]’s study, the high-reliability system got more
trust than the low-reliability system. Furthermore, Kocielnik et al. [150] explored the
impacts of different types of errors an AI system makes. These studies show how users
react differently depending on how trustworthy an AI system is. In this context, we
investigated the impact of reliability information on a warning system by comparing the
impact of the high-reliability system and that of the low-reliability system. To the best
of our knowledge, our study is the first study to cover the reliability information of the
system in terms of explanation-based-warnings.

4.2.5 Trust in the AI System

The concept of trust is defined in various fields in different ways [149, 151, 152]. For
example, Mayer et al. defined trust as a willingness to accept vulnerability. Trust in
information systems indicates self-assurance by assessment of risks and alternatives [142].
Furthermore, trust is the one that can have an impact on reliance on automation [153].
Machine learning researchers also pay attention to the importance of trust, which is linked
to justification issues of models [101, 154,155]. However, building trust in algorithmic
systems can be a challenging task [86].

An explanation increases trust by contributing to the transparency of the AI systems
[154]. Seo et al. [80] conducted user studies testing the effects of warnings with and without
explanation. The study stated machine learning graph warning increased participants’
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Items Options EXP.1
(N=710)

EXP.2
(N=1014)

EXP.3
(N=968)

Gender
Male 51.8% 42.2% 38.7%
Female 47.6% 57.4% 60.1%
Prefer not to answer 0.6% 0.4% 1.1%

Age

18-29 21.3% 24.3% 20.0%
30-39 34.2% 33.0% 33.6%
40-49 25.1% 24.5% 24.8%
50-59 14.4% 12.9% 13.5%
60-69 4.8% 4.7% 6.6%
70-79 0.3% 0.5% 1.4%

Race

Caucasian 78.9% 79.6% 75.2%
African American 10.7% 9.0% 11.1%
Hispanic 3.7% 4.8% 4.8%
Asian 3.5% 4.0% 5.7%
Other 2.9% 1.9% 1.5%
Prefer not to answer 0.3% 0.7% 0.7%

Education

High school 4.9% 7.4% 8.9%
Some college credit 12.3% 16.4% 27.2%
Bachelor 58.7% 53.0% 38.5%
Master 20.8% 19.2% 17.1%
Doctor 1.8% 1.7% 3.7%
Other 1.1% 2.1% 3.9%
Prefer not to answer 0.3% 0.3% 0.6%

AI/ML experience

Not at all 16.1% 27.0% 46.3%
Novice 19.2% 25.8% 37.1%
Intermediate 28.0% 21.3% 12.6%
Competent 27.3% 18.0% 3.8%
Expert 9.4% 7.8% 0.1%

Table 4.1: Demographic information of the participants in the three experiments.

sensitivity in distinguishing fake news from real news but did not increase trust in
it. Epstein et al. [134] replicated Seo et al.’s finding: trust did not increase with a
warning with explanation, although explanations increased the effect of a warning. XAI
is developed to increase the users’ trust in the system, but warning studies have not
demonstrated it so far. Therefore, our study tried to measure trust in the AI system
after evaluating perceived accuracy ratings with warnings to see if our warning with
explanations could have an impact on their trust.
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4.3 Method
We conducted three online experiments to investigate the effect of explaining how an AI
system debunks fake news can improve the effectiveness of fake news warnings in the
context of social media platforms. In each experiment, participants evaluated twenty-
four pieces of news by answering their perceived accuracy rating and confidence in
the perceived accuracy decisions. As shown in Figure 4.1, we investigated the effect
of a warning with a credibility explanation compared with a warning-only condition
(RQ.1) in Experiment 1. In Experiment 2, we explored if the framing effect matters
in a warning with explanation by comparing a positive framing (i.e., credibility) and
a negative framing (i.e., falsity) (RQ.1). In Experiment 3, we examined the effect of
the AI system’s reliability on the proposed explanations (RQ.2). We also evaluated
participants’ trust in the AI systems across all experiments (RQ.3).

Participants. We recruited participants on Amazon Mechanical Turk (MTurk)
through the Human Intelligent Task (HIT) for all experiments. The HITs included the
task description, and workers were able to decide whether they would like to perform
the task. In each experiment, we required the workers to be those who (1) are at least
18 years old, (2) live in the U.S., and (3) have finished more than 100 HITs with a HIT
approval rate of at least 95%. MTurk workers were allowed to participate in our study
once.

We recruited 1, 246 (EXP.1), 1, 686 (EXP.2), and 1, 196 (EXP.3) participants. We
manually checked the responses and ensured that there was no duplicate participation
across experiments. After removing responses (1) submitted out of the U.S; (2) with
duplicate IP; (3) failed the comprehension test; (4) failed the attention check and (5)
completion time shorter than 3 min (average median completion time: 15 mins); the
number of participants we accepted was 710, 1014, and 968, respectively. The high
exclusion rate to ensure our data quality,3 which was necessary given the concerns on
the MTurk platform [156]. Based on an hourly rate of $7.5, participants were paid $1.8
for completing a study. Participants’ demographic information is shown in Table 4.1.

News Articles. We selected 25 news articles about COVID-19 released from Septem-
ber to November 2021. Twelve pieces of fake news were searched from snopes.com or
politifact.com, both of which are representative fact-checking websites. Thirteen pieces of

3See Exclusion Details in the supplementary materials.
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real news were selected from major news platforms such as cnn.com or apnews.com. A
piece of real news was for an attention check [157].

Warning and Explanation Interfaces. In all experiments, we presented a piece
of real or fake news in the form of a news headline with two fictional users’ comments
(see Figure 4.2 -4.5). The news part was composed of a title, a snippet of the article,
and a source. For the source, real news had URLs from major news platforms where
real news was excerpted. Fake news had social media URLs where the misinformation
was posted. The users’ comments for fake news had negation-style sentences debunking
the misinformation, and the comments for real news had a neutral tone, not directly
pointing out information veracity [158].

In our design, we assumed that each piece of fake news had been detected by an
Artificial Intelligence (AI) system. A warning label was also shown for each piece of
fake news, in which we made it clear that the fake news was disputed by an AI system
(see Figure 4.2 -4.5). There was a baseline condition in each experiment in which we
presented the warning label. Considering the robust effect of warning labels [122] and our
main interest in the effect of AI explanations, we omitted a condition without warning
and defined the baseline with a warning label as the control (CON).

An abstract way of presenting the factors that AI systems consider when debunking
fake news has been developed, which serves as an explanation for AI decision-making. Seo
et al. [80] presented that participants incorporated information provided by the summary
index (i.e., bar chart) into their fake news evaluation. We adapted their design and
created two types of explanations: positive framing (POS, see Figure 4.4) and negative
framing (NEG, see Figure 4.5). We added a bar chart below the warning tag to illustrate
the fake news credibility (POS) or falsity (NEG).

Positive Framing(POS). In the explanation interface, we present three factors
that our hypothetical AI system considers, including content credibility based on the
news title and news content, source credibility based on the news source, and social
credibility based on users’ comments. A filled blue bar graph accompanies each factor,
and the length of each bar indicates the credibility score that the AI system derived for
the evaluation of the factor. For the bar graphs, “More Credible,” “Average,” and “Less
Credible” are marked on the top of the bar graph panel, and numbers 1 through 5 are
marked on the bottom of the panel. For score 1, a small blue bar is displayed in the bar
graph. For score 5, the bar is displayed at the most right edge of the bar graph. For the
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bar graphs, an outline frame indicates the possible maximum score of 5 so that the range
of the score was clear to the participants and easy visual comparison was enabled among
the bars [159].

We made 12 bar charts to be added to the 12 pieces of fake news. We scored each
factor using a 5-point score. We used either 1, 2, 4 or 1, 2, 5 for value combination
avoiding 3, a neutral number. Each factor showed its high credibility (i.e., 4 or 5) four
times among the 12 pieces of fake news. Moreover, we separated the 12 pieces of fake news
into three sets and implemented a Latin-square design to counterbalance the credibility
value combinations across the different sets. We focused on the credibility/falsity value
combinations but did not control the value alignment for each factor. Our post-hoc
analysis on the perceived accuracy rating of fake news showed no significant differences
between the high and low source-credibility scores, suggesting limited impact.
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Figure 4.2: An example of fake news stimuli including COVID-19 fake news including
the news title, a snippet of the news article, and a source followed by two comments.
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Figure 4.3: This is an example image of a warning with a positively framed explanation
that was used in EXP.1.

Figure 4.4: This is an example image of a warning with a positively framed explanation
that was used in EXP.2 and EXP.3. We modified the y-axis’ names to minimize confusion.
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Figure 4.5: This is an example image of a warning with a negatively framed explanation.
For fake news, a warning label was shown below the two comments. The bar chart for an
explanation is shown below the warning label. For the warning-only condition (CON ),
only the warning message was shown.

Negative Framing (NEG). In addition to the positive framing using blue bars,
we proposed a negative framing explanation [145]. The interface was the same as the
credibility explanation except that we changed the wordings of the bar scale (e.g., “Less
Credible” to “Less False”) and the color of bar graphs from blue (Figure 4.4) to red
(Figure 4.5). Instead of an equivalent framing, we applied the same score set to the
falsity explanation. As for the credibility score, each factor had the highest value four
times for the falsity score. Thus, compared to the credibility explanations with positive
framing, fake news in the credibility explanations with negative framing was less false (See
Figures 4.4 and 4.5). To make the interface comparable to that of NEG in Experiment 2,
we removed “Credibility” in the factor description of POS in Experiment 2 because it
duplicates the gauge on the top.

Procedure. Qualtrics was used for designing our online studies. After informed
consent, participants were randomly assigned to one condition in each experiment. We
first described our simulated warning system and asked participants questions to check
their comprehension of our design. We asked two common questions for all conditions
but added three more questions for POS and NEG to check participants’ comprehension
of each bar chart category. Then, the twenty-five pieces of stimuli were presented in a
randomized order. Twelve of them included fake news, and thirteen of them included
real news. One of the real news was for an attention check. We provided participants
with specific instructions on how to answer the attention-check question [157]. For any
participants who failed to follow the instructions, their survey was terminated immediately.
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We paid those participants a base payment of $0.5.
We asked two questions to investigate participants’ acceptance of the “claim” in the

news article of each stimulus. First, participants rated their perceived accuracy rating of
the news claim, “How accurate is the claim in the above news (1: very inaccurate, 7: very
accurate)?”. Then they answered a question about their confidence in their perceived
accuracy rating, “How confident are you in answering the question above (1:not confident
at all, 7:fully confident)?”.

After answering questions for the 25 pieces of news, there was a post-session ques-
tionnaire. We asked participants four questions to measure their trust in the AI system
disputing the fake news, including “I trust the AI System when making judgments about
news veracity.”, “ The AI warning is informative when I make judgments about news
veracity.”, “The AI warning is helpful when I make judgments about news veracity.”, “I
would like to see the AI system implemented on social media.” Participants rated their
agreement for each question using a 7-point Likert scale, with “1” indicating “strongly
disagree” and “7” indicating “strongly agree”. In the end, participants filled in their
demographic information, including age, gender, ethnicity, and education, and their
experience in AI or machine learning.

4.4 Results
Our statistical analysis focused on three measures (perceived accuracy rating, confidence
in accuracy rating, trust in the AI system). We manipulated two factors in Experiments 1
and 2, with condition between subjects and news veracity within subjects. In Experiment
3, we varied reliability as another within-subjects factor. We used SPSS version 29 for
the data analysis.

4.4.1 Experiment 1

To quantify the effects, perceived accuracy and confidence results were entered into 2
(news veracity: real, fake) × 2 (condition: CON , POS) mixed analysis of variances
(ANOVAs) with a significance level of .05. We chose ANOVAs since it is robust enough
to yield the right answer even when distributional assumptions are violated [160]. Post
hoc tests with Bonferroni correction were performed, testing all pairwise comparisons
with corrected p values for possible inflation. The numbers of participants included for
data analysis are 413 (CON) and 297 (POS).
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Perceived Accuracy Rating. As shown in Figure 4.6, participants clearly dis-
tinguished the real news (5.48) from the fake news (3.65), F(1,708) = 560.03, p < .001,
η2

p = .442. Regardless of the news veracity, participants in the POS gave lower ratings
(4.47) than those in the CON (4.67), in general, F(1,708) = 6.74, p < .010, η2

p = .009.
Follow-up tests on each veracity revealed that the main effect of the condition was
significant for the real news, F(1,709) = 6.35, p < .012, η2

p = .012. but not the fake
news, F(1,709) = 3.07, p = .080, η2

p = .004. Nevertheless, the two-way interaction of news
veracity × condition was not significant, F < 1.0.

Confidence in Accuracy Rating. Participants were confident in their perceived
accuracy in general (average rating above 4, see Figure 4.6). Neither the main effect
of news veracity, F(1,708) = 2.45, p = .118, η2

p = .003, nor the main effect of condition,
F(1,708) = 1.52, p = .219, η2

p = .002, were significant. The participants gave similar confi-
dence ratings in their decisions of fake news (5.64) and real news (5.59). They also showed
high confidence in both conditions (CON : 5.67 and POS : 5.58). The two-way interaction
of news veracity × condition was not significant either, F < 1.0. Thus, the extra expla-
nation in POS did not impact participants’ confidence in their perceived accuracy ratings.

Trust in the AI System. We calculated the average ratings of the four questions
asking about participants’ trust in the AI system. Participants showed higher trust of the
AI system in CON condition (5.51) than that in the POS condition (5.23), F(1,709) = 9.67,
p = .002, η2

p = .013.

Influential Credibility. To understand the relative weighting of the three factors in
the POS condition, we analyzed the perceived accuracy rating results using ANOVA. The
mean values of content credibility (3.59), source credibility (3.51), and social credibility
(3.48) showed no statistical difference, F(1,296) = 2.82, p = .094, η2

p = .009.

Summary. In Experiment 1, we examined the effect of a warning label with
explanations (i.e., a summary index showing the factors that an AI system considers
when debunking fake news) on participants’ perceived accuracy rating of fake claims.
We observed that the participants who were exposed to the extra explanations (POS)
decreased their perceived accuracy ratings on both fake and real news, particularly on
real news. However, the participants showed similar confidence in their accuracy ratings
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across the conditions. Moreover, the participants showed more trust in the warning
label (CON) than the label with extra explanations (POS). Thus, besides reducing
participants’ perceived accuracy of fake news, the extra explanations in POS have made
participants more cautious overall.

4.4.2 Experiment 2

Human decision-making in risky contexts is influenced by how a problem is framed (The
framing effect [24]). Considerations of compatibility indicate that positive dimensions are
weighted more when the task is to accept, whereas negative dimensions are weighted more
when the task is to reject [161]. Prior work on app selection has shown that the safety
framing of the information is more compatible with a selection task for best apps [162].
Considering the AI system in our study is mainly debunking fake news, we conjecture
that the ineffectiveness of the extra explanations in POS could be due to the positive
framing in the design. We gauged the credibility of each factor (“more” means “better”)
and presented the credibility score using a blue color.

In Experiment 2, we proposed a NEG condition to further understand the effect of
warning labels with extra explanations. The overall experimental setting was similar to
Experiment 1 except that we added NEG as another condition. The POS and NEG
conditions were the same, except that the wordings for the bar gauge and the color of
the bar chart were different (See Figure 4.1, Figure 4.4, and Figure 4.5 for the details).
The number of participants included for data analysis is as follows: 390 (CON), 309
(POS), 315 (NEG). To quantify the effects, perceived accuracy rating and confidence
rating were entered into 2 (news veracity: real, fake) × 3 (condition: CON , POS, NEG)
mixed analysis of variances (ANOVAs). Post hoc comparisons were conducted in the
same way as Experiment 1.

Perceived Accuracy Rating. The average results of the real and fake news for
each condition are shown in Figure 4.6. Same as Experiment 1, the main effects of news
veracity, F(1,1011) = 1353.97, p < .001, η2

p = .573, and condition, F(1,1011) = 5.25, p = .005,
η2

p = .010, were significant. Specifically, participants gave higher accuracy ratings for
the real news (5.40) than for the fake news (3.09). The average rating of NEG (4.11)
was smaller than those of CON (4.32, p = .01) and POS (4.31, p = .02), respectively.
Follow-up tests on each veracity revealed that the simple main effect of the condition was
only significant for fake news (CON : 3.17, POS : 3.22, NEG: 2.89), F(1,1011) = 3.24, p
= .039, η2

p = .006, but not real news (CON : 5.48, POS : 5.41, NEG: 5.33), F(1,1011) = 2.73,
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p = .066, η2
p = .005. Such results were opposite to what we obtained in Experiment 1,

indicating the framing effect. Nevertheless, the two-way interaction of news veracity ×
condition was not significant either, F(1,1011) = 1.15, p = .316, η2

p = .002. As shown in
Figure 4.6, participants in the NEG also showed a non-significant trend of reducing their
perceived accuracy for real news.

Confidence in Accuracy Rating. The average confidence rating of each condition
is shown in Figure 4.6. Different from Experiment 1, participants were more confident
in their ratings of fake news (5.64) than real news (5.51), F(1,1011) = 21.70, p < .001,
η2

p = .021. Participants’ confidence ratings were similar across three conditions (CON :
5.60; POS : 5.57; NEG: 5.56), F < 1.0. Although the two-way interaction of veracity ×
conditions was significant, F(1,1011) = 3.66, p =.026, η2

p = .007, posthoc tests on the main
effect of the condition were not significant in either veracity, Fs < 1.77. Thus, the two-way
interaction was mainly revealed by the participants in the NEG gave a numerically highest
rating on the fake news but the numerically lowest rating on the real news (see Figure 4.6).

Trust in the AI System. Participants’ trust score varied across conditions,
F(1,1011) = 13.54, p < .001, η2

p = .026. Post-hoc pairwise comparisons revealed that
the participants in the CON condition trust the AI system the most (5.49), which
was significantly higher than those of POS (5.18, p=.006) and NEG (4.98, p < .001).
However, participants’ trust in the two explanation conditions was similar (p=.163).

Influential Credibility. We analyzed the mean values of the perceived accuracy
rating among the three factors in POS and NEG conditions using mixed ANOVAs with
3 (factor : content, source, comments) as a within-subject factor and 2 (condition: POS,
NEG) as a between-subject factor. The main effects of factor, F(1,622) = 4, 25, p = .04,
η2

p = .007, condition, F(1,622) = 6.02, p = .01, η2
p = .01, and their two-way interaction,

F(1,622) = 26.76, p < .001, η2
p = .04, were all significant. Post hoc pairwise comparisons

revealed significant differences among each pair for the NEG condition (ps ≤ .027).
However, only the difference between content credibility (3.31) and comments credibility
(3.13) was significant (p = .009) in the POS condition. Thus, among the three factors,
participants mainly relied on the content for the veracity evaluation.

Summary. In Experiment 2, we further examined the effects of warning with
explanations using negative framing (NEG) and positive framing (POS). The framing
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effect was revealed in the perceived accuracy rating of fake news and confidence ratings.
Participants in the NEG tended to give lower accuracy ratings for fake news and tended
to be more confident in their ratings. Same as Experiment 1, participants were suspicious
about the veracity of real claims, especially in the NEG.

4.4.3 Experiment 3

Across Experiments 1 and 2, we obtained that the participants did not always depend upon
the warning or warning with explanations for their accuracy ratings. The participants
were especially suspicious when the AI system did not tag a piece of real news (i.e., a
system error of miss). Such results suggest that local explanations of specific decisions
are not sufficient. Participants have concerns about the AI system’s performance at a
global level. Thus, in Experiment 3, we varied the reliability of the AI systems to detect
fake news on two levels (high vs. low) and examined its impacts on the three dependent
measures.

The experimental design was the same as Experiment 2 except as noted. We varied the
reliability within subjects but counterbalanced the order of the two reliabilities between
subjects. At the beginning of each phase, the reliability information of the AI system
was presented. We adapted the instructions of [149]. In the low-reliability phase, we
presented, “In this phase, the AI system to detect fake news could be pretty unreliable, so
it probably will make a lot of mistakes.” In the high-reliability phase, “In this phase, the
AI system to detect fake news would be pretty reliable, so it probably will NOT make a lot
of mistakes.” was shown. We used the same news stimuli as Experiments 1 and 2 but split
it into two sets (See Figure 4.1). In each reliability phase, six pieces of real news and six
pieces of fake news were shown, respectively. The two sets were chosen to have a similar
distribution based on the perceived accuracy ratings of each piece of news in Experiment 2.

Perceived Accuracy Rating. Results of the average perceived accuracy ratings
are shown in Figure 4.6. We ran mixed ANOVAs with 3 (conditions: CON , POS, NEG)
× 2 (news veracity: real, fake) × 2 (reliability: low, high). Same as the prior two
experiments, participants clearly distinguished real news (5.51) from fake news (2.15),
F(1,965) = 4021.36, p < .001, η2

p = .81. However, the perceived accuracy rating of fake
news in Experiment 3 was much lower than those in the prior two experiments (see
Figure 4.6), indicating a floor effect [163].

The main effect of reliability was also significant, F(1,965) = 56.92, p < .001, η2
p = .056,

as well as the two-way interaction of news veracity × reliability, F(1,965) = 67.57, p < .001,
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η2
p = .065. Compared to the low-reliability condition, participants in the high-reliability

condition increased their accuracy ratings for the real news (low: 5.35 vs high: 5.68,
p < .001), but their accuracy ratings for fake news showed no significant differences (low:
2.16 vs high: 2.14, p = .656). The three-way interaction of news veracity × reliability
× condition was also significant, F(1,965) = 5.72, p = .003, η2

p = .012. For the real news,
the increased accuracy ratings due to increased system reliability were similar across
conditions (ps < .001). Such results indicate that the system’s reliability did address the
participants’ suspicions on the real news evaluation. However, for the fake news, the
participants in the CON gave lower perceived accuracy ratings when the AI system’s
reliability became higher (p = .008) but not those in the other two conditions (ps < .204).

Confidence in Accuracy Rating. Same as Experiment 2, the main effect of news
veracity, F(1,965) = 71.66, p < .001, η2

p = .069, and the two-way interaction of news
veracity × condition was significant, F(1,965) = 4.91, p = .008, η2

p = .010. The participants
showed higher confidence in their ratings of the fake news (5.76) than the real news (5.53).
Such gap was more evident in the CON (p < .001) and NEG (p < .001) conditions than
in the POS (p = .013) condition.

The main effect of reliability, F(1,965) = 5.72, p = .003, η2
p = .012, the two-way

interactions of reliability × condition, F(1,965) = 10.87, p < .001, η2
p = .022, and reliability

× veracity, F(1,965) = 7.21, p = .007, η2
p = .007, were also significant. Participants were

more confident in their accuracy ratings when the AI system’s reliability became higher.
For AI systems with high reliability, participants’ confidence ratings varied across the
conditions. Specifically, participants’ rating in the CON (5.90) was higher than that
of NEG (5.68, p=.007). The confidence rating in the POS (5.73) showed no significant
differences compared to the other two conditions (ps > .051). For AI systems with low
reliability, participants’ confidence ratings were similar across the conditions (ps > .797).
The confidence rating gap between real and fake news was larger when the system
reliability was low (0.27) than when it was high (0.18).

Trust in the AI System. Participants’ trust score varied across conditions,
F(1,965) = 8.41, p < .001, η2

p = .017. Post-hoc pairwise comparison showed that the par-
ticipants trust the CON condition the most (5.10), followed by POS (5.07, p = .003) and
NEG (4.77, p < .001). The main effect of reliability was also significant, F(1,965) = 331.51,
p < .001, η2

p = .256. Participants gave a higher trust score for the system of high
reliability (5.21) than that of low reliability (4.52). However, the two-way interaction of

60



reliability × condition was not significant, F < 1.0.

Summary. We confirmed the system’s reliability is critical to address the participants’
suspicions about the accuracy rating of real news. When the AI system’s reliability
became higher, participants reduced their perceived accuracy ratings of fake news in the
CON, but not the other two framing conditions. Such results indicate the impact of other
factors, which we discuss in the next section.

4.5 General Discussion
Across three experiments, we evaluated the effect of explaining how an AI system debunks
fake news on humans’ detection of misinformation with a warning. We proposed credibility
explanations in both positive framing (i.e., POS) and negative framing (i.e., NEG) and
examined the framing effect in Experiment 2. In Experiment 3, we further varied the AI
system’s reliability (i.e., whether or not the AI system will make a lot of mistakes).

We obtained the evidence of the framing effect: participants who were exposed to
the credibility explanation under negative framing tended to give lower accuracy ratings
for fake news and tended to be more confident in their accuracy decisions. Yet, the
participants did not always depend on the warning or warning with explanations for
detecting misinformation. In particular, the participants became suspicious when the
AI system did not tag a piece of real news (i.e., concern about the system error due to
miss). Moreover, we confirmed that the system’s reliability is critical to address such
suspicion of the participants.

4.5.1 The Framing Effect on Explaining Fake News Debunking Deci-
sion

We proposed positively- and negatively-framed bar charts (i.e., a warning with explana-
tions) showing three credibility factors that an AI system considers in debunking fake
news. We examined the effect of those explanations on participants’ perceived accuracy
rating of fake claims. When we presented the positively-framed explanation (i.e., POS)
in Experiment 1, we did not obtain any significant decrease in participants’ accuracy
rating on fake news. Instead, participants showed more doubts about real news and
reduced their perceived accuracy ratings. In Experiment 2, we presented both positively-
and negatively-framed (i.e., POS, NEG) explanations. Compared with the warning-only
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condition (i.e., CON ), we found that their accuracy rating of fake news was significantly
reduced with the negatively-framed explanations.

One possible reason for such results is that the explanations under negative framing
(i.e., “more false” and red color) are more compatible with the AI system’s decision
to “dispute” the news claim than the explanations under positive framing (i.e., “more
credible” and blue color). Consequently, those explanations might have been more
intuitive for the participants to interpret. Those results are similar to prior research
that shows that users are often likely to rely more on negative information than positive
information to reject apps [145,162].

To the best of our knowledge, this is the first work to investigate the framing effect
in explaining an AI system’s decision to debunk fake news. We suggest future work to
explore further the framing effect of debunking messages/explanations on the associated
decisions and the compatibility between them.

4.5.2 The Impacts of System Reliability

With the implied truth effect [83], it is expected that participants should have little doubt
in judging real news when fake news warnings are absent. Opposite to the prediction,
our studies showed that participants did not credit real news cases by default but had
concerns about miss errors (i.e., false negatives) of the AI system. We varied the AI
system’s reliability to detect fake news in Experiment 3 and confirmed that system
reliability is critical to address the participants’ suspicions about the accuracy of real
news.

One possibility is that participants in the POS and NEG conditions might have
paid more attention to news claims after viewing the bar charts, especially the three
credibility factors. Since we did not explain how the AI system evaluated each factor
and derived the score, participants seemed to have increased their bias to judge news
claims as fake when the warning label and explanation were not presented for the real
news. Thus, regardless of the framing, the extra explanations seemed to have made
participants more conservative in detecting fake news when the reliability of the AI
system is unsure. Such results are consistent with prior work, which shows that when
automation systems make miss errors, users reduce their reliance on the system [164,165].
Reliance refers to the status in which users refrain from a response when the system is
silent or indicating normal operation [149]. However, when participants were informed of
the system reliability in Experiment 3, their criterion of judging a piece of news as fake
was adjusted. Thus, no significant differences were obtained across the three conditions
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for the real news in each reliability level.
Moreover, participants in the CON reduced their perceived accuracy rating of fake

news when the AI system became more reliable. One possible explanation is that
participants might have been able to detect the fake news without any warning or
explanation since the news set we implemented was collected in late 2021 while the
experiment was conducted in 2022. We also obtained a somewhat floor effect on the
fake news accuracy rating in Experiment 3 compared to Experiments 1 and 2. Moreover,
we arbitrarily assigned score values to each factor in the bar chart. Participants might
have questions about the quality of the AI explanations across the different pieces of
fake news (e.g., a score of “1” for Twitter in one trial and a score of “5” in another trial).
Future work could better control the accountability of the AI explanations and further
investigate the interaction between the reliability and the framing effect.

4.5.3 Trust in the Warning

We investigated participants’ trust in the AI system after finishing the main tasks
about perceived accuracy rating and confidence rating. Across all experiments, CON
consistently exhibited a higher trust score compared to POS and NEG, respectively.
Such results are consistent with previous studies [80, 134]. For example, Seo et al. found
that a Fact-checking warning was the most trusted condition across two experiments
regardless of the most effective warning type. In their second experiment, although the
Machine-Learning-Graph warning (which inspired our POS warning) was effective, the
Fact-checking warning was still trusted the most by the participants.

These results can be understood by the effect of familiarity on trust. Literature in
different fields has shown that familiarity contributes to building trust [166–169]. While
the proposed warning explanations in our study were novel to the participants, they
could be familiar with the warning label, which originated from Facebook. Moreover, the
warning icon and red color have been widely used in our daily life to indicate risks or
hazards [170]. Therefore, even though participants’ accuracy decisions could be influenced
by the extra explanations, they still showed more trust in the warning itself.

4.5.4 Higher Confidence in Fake News

Participants were confident in their perceived accuracy rating in general (average ratings
above 5 points out of 7). Between real and fake news, participants showed more confidence
in their decisions about fake news than those of real news, particularly in Experiments
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2 and 3. Those results revealed that the participants responded to the warning or the
warning with explanations when a piece of fake news was labeled. Such high compliance
(i.e., users respond when a signal is issued) suggests that participants did not worry
about any false alarm (i.e., false positives) of the AI system.

It is noteworthy that AI systems are not always reliable, showing errors of false alarm
(i.e., false positives) or miss (i.e., false negatives). Our results suggest that users tend to
think about false negatives rather than false positives when a warning or a warning with
explanations is presented. These findings highlight the importance of informing users of
the possible error types of AI systems [150].

4.5.5 Limitations

There are several limitations in the current study. First, we chose to recruit MTurk
workers for a large sample. Although MTurk workers’ demographics are more diverse
compared to college students’ [171], they do not represent the whole population [172].
Future studies could consider more comprehensive recruiting methods.

Second, we observed a larger perceived accuracy gap between real news and fake news
in Experiment 3 compared to Experiments 1 and 2. One possible reason might be due to
using MTurk toolkit provided by CloudResearch in Experiment 3, which could effectively
exclude inattentive workers and enhance data quality [173]. Another possible reason
could be the time gap between experiments. EXP.3 was launched about 8 months after
EXP.2 due to a natural delay in the research process. Consequently, participants might
have been aware of the news veracity before the study.

Third, it can be difficult for platforms to disclose the reliability of their misinformation-
detecting systems. However, social media platforms such as Facebook and Twitter have
been actively responding to mitigate fake news and are well aware of the issue of
information transparency.4 Thus, if our findings could be continuously verified through
follow-up studies, there will be a good chance that those platforms will take the initiative
to introduce warnings with explanations and provide reliability information to online
users.

Lastly, our warning with explanation could be unfamiliar or not intuitive for some
participants. Therefore, if some designers consider creating a warning with explanations,
then they may want to consider users’ graph literacy and highlight the contents’ credibility
information, which was considered the most for participants’ perceived accuracy rating.

4https://transparency.fb.com/
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4.5.6 Conclusion

In order to verify the effect of a warning with explanations, we conducted three experi-
ments. We found that the effect of a warning with explanations on participants’ perceived
accuracy rating depends on the reliability of the AI system. If the reliability information
is unknown, the negatively framed warning with explanations is more influential to
participants, as they did not trust the system. When the reliability of the system was
known to be high, a warning with explanations was not in effect. Rather, only a warning
message was effective. Accordingly, if the level of reliability of the fake news detection
system cannot be revealed, providing a warning with negatively framed explanations
showing how the AI system evaluated news veracity can assist participants in avoiding
fake news.
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Chapter 5 |
User-Initiated: Effects of Correc-
tion Comments on COVID-19 Mis-
information

In this chapter, I present a study on user-initiated correction, complementing the platform-
driven correction discussed in the previous chapter. Our research focuses on evaluating
the effectiveness of user-initiated correction comments, with a specific emphasis on user
comments as a corrective measure in the context of social media. We paid attention to
the elements that make up correcting comments, with a particular interest in who is
responsible for making the correction.

We categorized users into two primary types: organizational users and individual
users. Organizational users are further subcategorized into health organizations and fact-
checking websites. Over the course of three experiments, we compared the effectiveness
of four types of correction comments to a control condition, aiming to identify the most
effective form of correction comment.

5.1 Introduction
The explosion of fake news is one of the problems that social media has triggered [30].
On social media platforms, people can easily get and share news even before checking
its veracity. Thus, platforms such as Twitter and Facebook have attempted to contrive
ways to curtail misinformation, such as computationally detecting fake news [174] or
correcting misinformation [175]. The focus of our work is on the latter.

Despite considerable research on correcting misinformation [26, 69, 79, 80, 158], it
is still premature to conclude the most effective way to correct misinformation. In
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addition to the methods to correct misinformation by platforms (e.g., the popping-up
warning message for questionable contents), research on user-initiated correction has
started recently [26,93]. It is critical to investigate effective user-initiated methods to
correct misinformation as users are the main characters sharing information on social
media. Moreover, prior studies demonstrated that users have actively participated in the
corrections on social media [25].

During the COVID-19 pandemic, a great deal of misinformation about the virus
and treatments has been pouring out on social media, threatening personal and public
health worldwide. In reality, there were many cases where people died from wrong
treatments for COVID-19 due to fake news.1 Since people with high health anxiety are
more associated with seeking online health information [176, 177], they can be more
vulnerable to COVID-19 misinformation and more resistant to the correction compared
to people with low health anxiety. Therefore, it is imperative to examine the effective
correction on COVID-19 misinformation, and understand how people’s health anxiety
level impacts the correction effects.

Focusing on the correction on COVID-19 misinformation, we investigated the following
research questions (RQs) in current work.

• RQ 1. Will the correction from an individual user or an organization user (e.g., a
health organization or a fact-checking website) reduce participants’ susceptibility
to fake news relative to a control condition in which there is no correction?

• RQ 2. Will more frequent correction reduce participants’ susceptibility to fake
news more?

• RQ 3. Will people’s health anxiety level have an impact on their susceptibility to
misinformation and the effect of misinformation correction?

We conducted three online experiments (N = 2, 841) on Amazon Mechanical Turk,
examining correction from three types of users (e.g., health organizations, fact-checking
websites, and individual users) (RQ1). We verified that correction from all three types
of users could reduce participants’ perceived accuracy rating on the COVID-19 fake
news. Critically, we unearthed that participants counted on the reliability of the sources
(e.g., social media users or URLs in the correction). We did not obtain the frequency
effect (RQ2). However, we discovered that participants having high health anxiety
were more likely to believe fake news than low anxiety participants. We also obtained

1https://www.bbc.com/news/world-53755067

68



evidence showing the correction effect only for participants with low health anxiety.
Those results imply that people with high health anxiety are more susceptible to the
COVID-19 misinformation and more resistant to the misinformation correction (RQ3).

To the best of our knowledge, the current paper is the first to experimentally investigate
the effective user-initiated correction on COVID-19 misinformation. Our experiments
improve the understanding of user-initiated correction on misinformation through the
following contributions.

• Via systematically-designed experiments, we obtained correction effect on fake
news from three different types of users: individual users, health organizations, and
fact-checking websites.

• We unearthed that people weigh the reliable sources in correction the most when
deciding perceived accuracy rating.

• We found that individuals with high health anxiety are more susceptible to health-
related misinformation than those with low health anxiety and correction can work
better for individuals with low health anxiety.

5.2 Related Work

5.2.1 User-Initiated Correction

Since users are the main actors of information sharing on social media [89, 90], the
other approach concentrates upon user-initiated correction using user comments or
posts [26, 91]. Vraga and Bode investigated the effect of user-initiated correction on Zika
virus misinformation using users’ comments on social media [26,69,93]. They manipulated
one post within a simulated Twitter or Facebook feed. In the control condition, there
was no misinformation. In the treatment conditions, a piece of fake news about the
Zika outbreak in the U.S. was presented, with the image and the headline claiming that
the release of GMO mosquitoes caused the outbreak. Following the misinformation,
a debunking sentence with a reference link from the Centers for Disease Control and
Prevention (CDC) was presented. Across conditions, the source of correcting comments
varied from an organization (e.g., CDC), an individual, or both.

They recruited undergraduate students and measured participants’ misperceptions
about the Zika virus before and after the correction of misinformation. Across studies,
they demonstrated that social correction could work if it includes sufficient source
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information, including organization logos (such as snopes.com and CDC) and reference
links from the organizations. Their results also revealed that platforms (Facebook or
Twitter) did not matter [93] and social and algorithmic corrections were equally effective
in mitigating misperceptions [69]. One of their studies found the correction effect from a
reputable organization (e.g., CDC) but not from an individual user [26].

Moreover, recent work showed that people experience both misinformation and its
correction on social media. Bode and Vraga (2021) conducted an online survey about
people’s correction experience regarding COVID-19 misinformation on social media. Out
of 1,094 participants, 34% witnessed that others’ wrong beliefs were corrected and 22%
corrected others’ misinformation, demonstrating users’ active participation in correction.
Given the impacts of user-initiative comments, it is critical to examine the effective
correction in the setting of COVID-19. In our current work, we evaluated a single
correction comment initiated by different social media users (e.g., an organization user or
an individual user) with a more structured experimental design using COVID-19 news.

5.2.2 Health Anxiety

Besides an innumerable amount of COVID-19 fake news being spread online [178], many
cases related to health anxiety (i.e., hypochondria) and mental health issues have been
reported during COVID-19 pandemic [179]. Prior studies [180,181] explain abnormally
increased fear and anxiety for health as one reason for information seeking about COVID-
19, which is also called “Cyberchondria” [177,182]. Considering the health news topic,
we also measured participants’ health anxiety [183] and analyzed its impact on the effect
of correction for COVID-19 misinformation.

5.3 Method
We investigated a single user-initiated correction comments using the format of the tweet
in three online experiments. In contrast to prior works [26, 27], we recruited Amazon
Mechanical Turk (MTurk) workers who are more demographically diverse [171,184,185]
than college students. In each experiment, participants evaluated eight to twelve pieces of
fake and real news about COVID-19 instead of evaluating a single piece of misinformation.
We examined the effect of correction comments on people’s acceptance of fake news
about COVID-19 compared to a control in which comments without correction were
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presented, rather than examining the correction effect by comparing participants’ pre-
and post-perception of misinformation [26].

We examined COVID-19 misinformation, which is most timely. Moreover, we ran
our experiments at three different time points over six months during the COVID-19
pandemic. We updated the evaluated news set from Experiment 2 to reflect the rapidly
pouring news. We proposed and evaluated different types of users on social media (e.g.,
individual users, health organizations, and fact-checking websites).

Experiment 1 examined the effect of a single correction comment about COVID-19
fake news by individual users or organization users. Experiment 2 was conducted to
replicate the findings of Experiment 1 using a new set of COVID-19 real and fake news.
Experiment 3 increased the types of correction to be investigated for a more systematic
understanding of the correction effect.

For Experiments 1 and 2, using a between-subject design, we investigated the effect of
correction comments on COVID-19 misinformation across three conditions: no correction
(CON ), correction by an individual user (hIND), and correction by a health organization
(hORG). Specifically, fake news stimuli of hIND and hORG had the same correcting
comment, including a reference link from a health organization. “h” indicates the identical
link from health organizations (CDC or WHO). Moreover, to investigate the frequency
effect of correction, we composed Phases 1 and 2. Half of the fake and real news of Phase
1 was presented again in Phase 2, each of which was with a similar correcting comment
but from a different user and a different organizational source.

Besides health organizations, fact-checking websites investigated false claims about
COVID-19 from the beginning of the pandemic [186]. Thus, we ran Experiment 3 not
only to verify again the correction effects of existing conditions ( hORG, hIND ) but
also to examine the correction effects with two new conditions that are relevant to
fact-checking websites ( fcORG, fcIND, where “fc” indicates fact-checking websites).
All experiment designs and news contents were the same as Experiment 2 except as
noted. fcORG condition included correction from a fact-checking website with a ref-
erence link from the site. fcIND condition included the identical reference link as the
fcORG condition, but the correction was from an individual user. Regarding frequency
effect, for both the fcORG and fcIND conditions, the link of snopes.com was used for the
correction at Phase 1, and the link of politifact.com was used for the correction at Phase 2.

Participants In this and the following experiments, we recruited participants by
posting the Human Intelligence Task (HIT) on MTurk. We restricted the workers to
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Figure 5.1: The average values of perceived accuracy ratings as a function of frequency ×
condition for real news (left panel) and fake news (right panel) with one standard error.

those who (1) were at least 18 years old; (2) were located in the U.S.; and (3) completed
more than 100 HITs with a HIT approval rate of at least 95%. Qualtrics was used to
program our online studies. Our study was approved by the institutional review board
(IRB) office at our institution.

Materials For Experiment 1, we selected eight news articles about COVID-19 released
between March and May 2020 from snopes.com or politifact.com, both of which are well-
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regarded fact-checking websites. Four pieces of the news were fake and the other four
pieces were real. Also, we used another piece of real news for an attention check [157].

As shown in Figure 5.3, we created a simulated Twitter interface in which each piece
of news was embedded within a tweet message. For each stimulus, a tweet message from
a fictional user was presented above the COVID-19 news. The tweet message was a short
sentence related to the news without any correcting message. The embedded news was
composed of an image, a headline, and a snippet of the news article. Following the news
article, a comment from another user was presented.

For the fake news, each comment in the hIND and hORG conditions included a
sentence pointing out the falsity of the fake news articles with a reference link from
an authoritative organization (CDC for Phase 1, WHO for Phase2). The correction
messages and the reference links were the same between hORG and hIND.

In contrast, each comment of the fake news in CON did not contain a correcting
sentence or reference link. Instead, the comment included a commenter’s plausible but
non-correcting messages varied according to the contents of each piece of news. Likewise,
the real news comments had non-correcting messages, which were constructed in the
same way as the fake news in CON. We used the same set of real news and its comments
across the three conditions 2.

When we presented half of the stimuli again at Phase 2, we varied the user of the
comment for both fake and real news regardless of conditions. Furthermore, we presented
a different reference link for fake news of hORG and hIND at Phase 2 (e.g., the comment
from CDC and a reference link, cdc.gov/coronavirus, in Phase 1, the comment from
World Health Organization (WHO) and a reference link, who.int/coronavirus, in Phase
2). The expressions of comments at both phases conveyed the same content but with
some wording changes. All authors reached a consensus on the contents of all messages
we used for experiments.

To replicate the findings of Experiment 1, we conducted Experiments 2 and 3 with
up-to-date COVID-19 news articles released from May to July 2020. The experimental
setting was the same as Experiment 1 except as noted. We created twelve stimuli, half
about fake news and the other half about real news, on the simulated Twitter interface
of Experiment 1. The attention check was between Phases 1 and 2.

Procedure Figure 5.2 illustrates the flow chart of Experiment 1. Participants were
randomly assigned to one of three conditions. After participants provided informed

2https://osf.io/dxs9c/
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Figure 5.2: A flow chart of Experiment 1. CON, hORG, and hIND refer to the three
between-subject conditions. In Phase 1, four pieces of fake news stimuli and four pieces
of real news stimuli were shown in a randomized order for participants. One piece of
real news stimulus was presented for an attention check. In Phase 2, half of the fake
news stimuli and half of the real news stimuli from Phase 1 were shown again. We used
a semi-Latin-square design for a better-balanced assignment of news shown in Phase
2. All stimuli in Phase 2 were randomly presented as well. After Phase 2, questions
of demographic information and health anxiety were asked as post-session questions in
Experiment 1.

consent, Phase 1 started, in which the eight pieces of stimuli were presented in a
randomized order. Half of them included fake news, and the other half included real news.
We asked two questions to examine participant’s susceptibility to the “claim” embedded
in the news article of each stimulus. First, participants answered two questions. The
first question is “How accurate is the claim in the above news?” on a 7-point scale
with “1” meaning “Very inaccurate” and “7” meaning “Very accurate.” Then they rated
their willingness to share the news by answering, “Would you consider sharing this news
online (for example, through Facebook or Twitter)?” using another 7-point scale with “1”
meaning “Never” and “7” meaning “Always.”

Following Phase 1, two pieces of real news stimuli and two pieces of fake news
stimuli were presented once more in a randomized order in Phase 2 to investigate the
effect of correction frequency. We used a semi-Latin-square design for a better-balanced
assignment of news shown in Phase 2. Participants answered the same two questions for
each piece of stimuli as Phase 1.

After Phase 2, there was a post-session questionnaire. Participants first filled in
their demographic information, including age, gender, ethnicity, and education. Then
we measured participants’ health anxiety level using four representative questions [183].
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A 5-point scale with “1” meaning “None at all” and “5” meaning “A great deal” was
used for the first two questions: 1) “How much do you usually worry about your health?”
and 2) “How much are you ever worried that you may get a serious illness in the future?”
Another 5-point scale with “1” meaning “Rarely” and “5” meaning “Usually” was used for
the latter two questions: 3) “How often do you tend to read up about illness and disease
to see if you may be suffering from one?” and 4) “How often do your bodily symptoms
stop you from concentrating on what you are doing?” Participants were allowed to choose
“Prefer not to answer” for all post-session questionnaires except for age.

An extra piece of real news was included in Phase 1 to exclude inattentive participants.
We presented specific instructions about how to answer the attention-check question to
the participants. For any participants who failed to follow the instructions, their survey
was terminated immediately.

Meanwhile, in Experiments 2 and 3, we added two political-stance-related questions in
the post-session questions due to the impact of political ideology on people’s susceptibility
to COVID-19 misinformation [187]. Moreover, we included follow-up questions to identify
which factors among the given stimuli influenced participants’ perceived accuracy rating.

5.4 Results

5.4.1 Experiment 1

We recruited 1, 275 MTurk workers in July 2020. We accepted 907 participants’ answers
after removing five responses submitted out of the U.S., two responses submitted within
two minutes (median completion time was about six minutes), 103 responses that failed
an attention check, and 258 duplicated submissions. The numbers of participants of the
three conditions included in the data analysis are as follows: 295 (CON ), 305 (hORG),
and 307 (hIND). We paid $0.75 for participants who completed the task based on an
hourly payment of $7.5. Participants’ demographic information is shown in Table 4.1.

For data analysis, we used three levels of news frequency: ONCE (Phase 1 results of
news shown at Phase 1 only), TWO1st (Phase 1 results of news shown at both phases),
TWO2nd (Phase 2 results of news shown at both phases).

Perceived accuracy rating and willingness-to-share measures were entered into 3
(condition: CON, hORG, hIND) × 2 (veracity: fake, real) × 2 (frequency: ONCE,
TWO2nd) mixed analysis of variances (ANOVAs) [188] with a significance level of .05,
respectively. Post-hoc tests with Bonferroni correction were performed. We report the
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Item Options Exp.1 Exp.2 Exp.3

Gender
Female 49.4% 51.8% 55.7%
Male 49.6% 47.8% 44.2%
Prefer not to answer 1.0% 0.4% 0.2%

Age

18-27 20.6% 19.0% 16.4%
28-37 33.8% 33.6% 39.5%
38-47 21.1% 20.8% 23.3%
48-57 13.3% 13.9% 11.9%
58-67 8.2% 9.6% 6.9%
Over 67 3.0% 3.0% 2.1%

Ethnicity

Asian 8.9% 7.3% 5.9%
African American 12.4% 9.8% 11.8%
Hispanic/Latino 4.5% 5.5% 6.6%
Caucasian 70.3% 74.4% 73.5%
Other 2.8% 2.3% 1.6%
Prefer not to answer 1.1% 0.8% 0.5%

Education

High school 6.3% 7.9% 7.0%
Bachelor’s degree 48.5% 44.9% 47.4%
Master’s degree 20.3% 19.0% 19.2%
Doctorate degree 2.9% 2.1% 3.3%
Other 21.8% 25.5% 22.9%
Prefer not to answer 0.2% 0.5% 0.3%

Table 5.1: Demographic information of the participants in the three experiments.

effect size using η2
p reported by SPSS [26,189].3

To understand the frequency effect, we also analyzed the results between ONCE and
TWO1st, and between TWO1st and TWO2nd. Across the three experiments, the analysis
results did not show any significant difference between ONCE and TWO1st. Also, the
results of the analysis between TWO1st and TWO2nd showed similar patterns and had
only marginal differences compared to the results between ONCE and TWO2nd. Thus,
we evaluated the main analysis between ONCE and TWO2nd in this and the following
experiments.

Perceived Accuracy Rating. Results of the average perceived accuracy rating are
shown in Figure 5.3. Participants clearly distinguished real news (5.15) from fake news
(2.55), F(1,904)

4 = 1914.98, p < .001, η2
p = .679. The two-way interaction of news veracity

3We are aware of η2
G, which was recommended to report [190,191] considering factors manipulated

and measured between subjects [192]. To make the results comparable to the literature [26], we report
the η2

p to show the effect size based on SPSS analysis.
4F value equals to variance estimate based on variability among group means divided by variance

estimate based on variability within groups. Hence, the larger F value indicates that the variability in
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Figure 5.3: The average values of perceived accuracy ratings in Experiment 1 as a
function of frequency × condition for real news (left panel) and fake news (right panel)
with one standard error.

× condition was also significant, F(2,904) = 12.85, p < .001, η2
p = .028. Post-hoc tests

revealed that the effect of the condition was significant for both fake news, F(2,904) = 6.65,
p = .001, η2

p = .014, and real news, F(2,904) = 4.29, p = .014, η2
p = .009. Nevertheless, the

effect of condition revealed different patterns. For fake news, only participants in the
hORG condition (2.27) gave lower accuracy ratings relative to the CON condition (2.79),
padj. = .001. The other two pairwise comparisons (i.e., CON vs. hIND (2.58), padj. = .427,
and hORG vs. hIND, padj. = .090) were not significant. For real news, relative to CON
(5.01), participants gave higher accuracy ratings for both hORG (5.22), padj. = .029, and
hIND (5.22), padj. = .039. However, the perceived accuracy ratings between hORG and
hIND conditions were not significantly different, padj. > .999.

Thus, we obtained the correction effect of a comment from an organization user
for COVID-19 fake news, which is in agreement with the prior work about Zika virus
misinformation [26]. Also, we found a positive impact of the news correction on real news.

Sharing Decisions. Results of the willingness-to-share measure are presented in
Figure 5.4. Participants’ willingness to share real news (3.68) was higher than that
of fake news (2.35), F(1,904) = 708.13, p < .001, η2

p = .439. The interaction between
veracity × condition only showed a trend to be significant, F(2,904) = 2.87, p = .057,
η2

p = .006. Moreover, participants’ overall rating for the willingness-to-share measure
(real: 3.68, fake: 2.35) was lower than that of the perceived accuracy rate (real: 5.15,
fake: 2.55), indicating that they tended to be conservative in sharing decisions than
perceived accuracy evaluation.

the measurements is mostly determined by the group differences [188].
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Figure 5.4: The average values of willingness-to-share in Experiment 1 as a function of
frequency × condition for real news (left panel) and fake news (right panel) with one
standard error.

Health Anxiety. We calculated a mean score of the four questions about health
anxiety after removing the results of two participants who refused to answer all of the
questions (CON :294, hORG:305, hIND:306). We then classified the results into two
groups: low health anxiety (scores from 1 to 2) and high health anxiety (scores from 3 to
5). For the statistical tests, we added health anxiety as an additional between-subject
factor into the main analysis. For perceived accuracy rating, participants with high health
anxiety (4.30) gave a higher accuracy rating than those with low health anxiety (3.58),
F(1,899) = 93.24, p < .001, η2

p = .094, and its interaction with veracity, F(1,899) = 71.67,
p < .001, η2

p = .074, were significant. The effect of health anxiety was more evident
for the fake news (high health anxiety: 3.28; low health anxiety: 2.09), F(1,903) = 104.84,
p < .001, η2

p = .104 than for the real news (high health anxiety: 5.29; low health anxiety:
5.06), F(1,903) = 10.99, p < .001, η2

p = .012.
Likewise, participants with high health anxiety (3.78) showed more willingness to share

news than those with low health anxiety (2.57), F(1,899) = 125.79, p < .001, η2
p = .123.

The two-way interaction of veracity × health anxiety was also significant, F(1,899) = 9.76,

p = .002, η2
p = .011. The effect of health anxiety was also more evident for the fake

news (high health anxiety: 3.19; low health anxiety: 1.84), F(1,903) = 124.00, p < .001,
η2

p = .121, than for the real news (high health anxiety: 4.33; low health anxiety: 3.29),
F(1,903) = 78.45, p < .001, η2

p = .080. We also obtained a four-way interaction of veracity
× frequency × conditions × health, F(2,899) = 3.13, p = .044, η2

p = .007. The post-hoc
test presented that it was mainly due to a non-significant trend of correction effect on fake
news for the low health anxiety group, F(2,557) = 2.81, p = .061, η2

p = .010, suggesting the
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misinformation susceptibility of people with high health anxiety was somewhat difficult
to mitigate.

Summary. In Experiment 1, we examined the effects of correcting comments from
health organizations (hORG) and individual users (hIND) (RQ1), as well as the effect
of correction frequency (RQ2) in helping users mitigate fake news. Consequently, we
verified the effect of correction from a health organization (hORG) for reducing perceived
accuracy rating on fake news as in the prior study [26] but did not find a frequency
effect. Furthermore, we discovered perceived accuracy rating of real news was higher
given correction compared to CON, which indicates correction increased participants’
confidence in real news through learning effects from the correction on fake news.

In addition, we found that participants with high health anxiety were more susceptible
to COVID-19 misinformation than those with low health anxiety (RQ3): People with
high health anxiety gave higher perceived accuracy ratings and were more willing to
share health-related news than those with low health anxiety, and such a pattern was
more evident for the fake news than for the real news.

5.4.2 Experiment 2

We recruited 1,255 MTurk workers in December 2020. We accepted 768 participants’
answers after removing two responses submitted out of the U.S., 291 who failed an atten-
tion check, 186 duplicated submissions, and eight responses submitted in less than three
minutes (median completion time is about ten minutes). The numbers of participants
included for data analysis are as follows: 253 (CON ), 261 (hORG), and 254 (hIND).
The base payment was $0.50. There was a bonus of $0.75 for participants who passed
the attention check and completed the task. The payment rate ($7.5/hr) is the same
as Experiment 1. Participants’ demographic information is shown in Table 4.1. We
analyzed the data in the same way as Experiment 1.

Perceived Accuracy Rating. Average results of the real and fake news for each
condition are shown in Figure 5.5. The main effects of news veracity, F(1,765) = 1411.78,
p < .001, ηp = .649, condition, F(2,765) = 4.15, p = .016, η2

p = .011, as well as the two-way
interaction of news veracity × condition, F(2,765) = 17.53, p < .001, η2

p = .044, were
significant. Same as in Experiment 1, participants can distinguish real news (4.91) from
fake news (2.71). Post-hoc analysis revealed that the perceived accuracy ratings across
the conditions were similar for real news but different for fake news. Compared to CON
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Figure 5.5: The average values of perceived accuracy ratings in Experiment 2 as a
function of frequency × condition for real news (left panel) and fake news (right panel)
with one standard error.

Figure 5.6: The average values of willingness-to-share in Experiment 2 as a function of
frequency × condition for real news (left panel) and fake news (right panel) with one
standard error.

(3.11), a lower accuracy rating was evident for fake news at hORG (2.48), padj. < .001,
and hIND (2.55), padj. < .001, respectively. Thus, the correction effect was evident
for both hORG and hIND conditions. In addition, there was a three-way interaction
of veracity × frequency × conditions, F(2,765) = 3.45, p = .032 , η2

p = .009, showing
decreased perceived accuracy rating for fake news from ONCE to TWO2nd in hORG
(2.54 → 2.41) and hIND (2.59 → 2.50) but not in CON (3.10 → 3.11).

Sharing Decisions. Results of willingness-to-share measure are presented in Fig-
ure 5.6. Participants showed more willingness to share real news (3.41) than fake news
(2.34), F(1,765) = 480.27, p < .001, η2

p = .386. The interaction of veracity × condition was
significant, F(2,765) = 8.25, p < .001, η2

p = .021. The main effect of the condition was
not significant at each veracity level. However, participants’ willingness-to-share for the
hORG and hIND conditions showed a trend to be larger than that of CON for the real
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news, while an opposite pattern was revealed for fake news.
Moreover, the two-way interaction of veracity × frequency approached significance,

F(1,765) = 3.76, p = .053, η2
p = .005, suggesting an increase of willingness to share for real

news but a decreasing trend for fake news from ONCE to TWO2nd. As in Experiment 1,
the average willingness-to-share measure was lower than that of the perceived accuracy
rating, indicating that participants tended to be conservative in sharing news regardless
of news accuracy.

Health Anxiety. After removing the results of three participants who did not
complete the questions, we analyzed 765 (CON :251, hORG:261, hIND:253) participants’
results by adding health anxiety in the main analyses. For perceived accuracy rating,
participants with high health anxiety (4.09) gave a higher accuracy rating than those
with low health anxiety (3.63), F(1,759) = 37.62, p < .001, η2

p = .047. And its interaction
with veracity, F(1,759) = 7.41, p = .007, η2

p = .010 was also significant. As in Experiment
1, the effect of health anxiety was more evident for the fake news (high health anxiety:
3.09; low health anxiety: 2.46), F(1,763) = 28.07, p < .001, η2

p = .035, than for the real
news (high health anxiety: 5.10; low health anxiety: 4.80), F(1,763) = 18.73, p < .001,
η2

p = .024. Moreover, the three-way interaction of veracity× condition × health anxiety
was significant, F(1,759) = 3.38, p = .034, η2

p = .009. Post-hoc comparison showed that
the correction on fake news turned out to be effective for participants with low health
anxiety in the hORG (2.09), padj. < .001, and the hIND (2.27), padj. < .001, than those
in the CON (3.03), respectively.

Participants with high health anxiety (3.44) gave higher willingness-to-share score
than those with low health anxiety (2.51), F(1,759) = 67.99, p < .001, η2

p = .082. Thus,
people who are highly anxious about their health tend to share more health-related news
regardless of news veracity.

Political Stance. At the post-session questions, we also measured participants’
political stance with a 5-point scale (“1” meaning “very liberal,” “5” meaning “very
conservative”). Participants who gave a rating of “1” or “2” were categorized as liberals
(336), and those who gave a rating of “4” or “5” were categorized as conservatives (228).
We excluded moderates (204), i.e., who gave a rating of “3” from the data analysis.
We added political stance (liberals, conservatives) as another factor into ANOVAs of
perceived accuracy rating and willingness-to-share measure, respectively.

For both perceived accuracy rating and willingness-to-share measure, the main effect
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of political stance, Fs(1,558) = 52.89 and 30.50, ps < .001, η2
ps = .087 and .052, and its

interaction with veracity, Fs(1,558) = 135.63 and 65.09, ps < .001, η2
ps = .196 and .104,

were significant. Specifically, for perceived accuracy rating, the effect of political stance
was only significant for the fake news (liberals: 2.18, conservatives: 3.58), F(1,562) = 108.85,
p < .001, η2

p = .162, but not for the real news (liberals: 5.0, conservatives: 4.91),
F(1,562) = 1.306, p = .254, η2

p = .002. For the willingness-to-share measure, the effect of
political stance was more evident for the fake news (liberals:1.90, conservatives: 3.12),
F(1,562) = 66.94, p < .001,η2

p = .106, than for the real news (liberals:3.32, conservatives:
3.65), F(1,562) = 4.84, p = .028, η2

p = .009.
Yet, we did not obtain the three-way interaction of political stance × veracity × con-

dition for perceived accuracy rating or willingness-to-share measure, Fs(1,558) = 2.18 and
1.82, ps = .114 and .162, η2

ps = .008 and .006, indicating minimal impacts of correction
on addressing conservatives’ higher susceptibility to COVID-19 misinformation.

Influential Factors. In the post-session question, we also asked participants to
specify factors that impacted their perceived accuracy rating, including “user tweet
(text),” “users tweet (image),” “comments,” and “others.” For participants who selected
“comments,” we further asked them to select the parts of comments that affected their
decision the most among the options “who wrote the comment,” “how persuasively the
comment was written,” “whether the comment included a reference URL,” and “other.”

As shown in Figure 5.7 top panel, the majority of the participants chose “other’s
comments” as the most influential factors, and the results were similar between hORG
(36%) and hIND (33.9%). For participants who chose “comment,” those in the hORG
condition chose “who wrote” the most (67.6%) while those in the hIND condition chose
“URL” the most (49.6%), χ2

(3) = 103.54, p < .001, revealing the influence of reliable sources.

Summary. In Experiment 2, we not only replicated the effects of a correcting
comment from health organizations (hORG) but also verified the correction effect from
individual users (hIND). Both hORG and hIND reduced perceived accuracy rating on
fake news (RQ1). Moreover, we obtained that participants relied on reliable sources
of correcting comments. Specifically, hORG valued “who wrote the comment” the
most while hIND valued “URL” the most. We also obtained evidence of the frequency
effect showing decreased perceived accuracy rating for the fake news at Phase 2 (RQ2).
Meanwhile, we found both hORG and hIND were effective for the low anxiety group to
reduce their perceived accuracy rating on fake news (RQ3).
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Figure 5.7: The top panel shows the response rate of the follow-up question in Experiment
2, asking the most influential factors in participants’ perceived accuracy rating, and the
bottom panel shows that of the most influential factors in the comment.

5.4.3 Experiment 3

We recruited 2, 060 MTurk workers from November to December 2020. We accepted
1, 166 participants’ answers after removing one incomplete submission, four responses
submitted out of the U.S., 406 who failed an attention check, 473 duplicated submissions,
and ten responses submitted in less than three minutes (median completion time is about
10 minutes). The number of participants for each condition is as follows: 250 (CON ),
236 (hORG), 227 (hIND), 214 (fcORG), and 239 (fcIND). The payment was the same as
in Experiment 2. Participants’ demographic information is as Table 5.1.

Perceived accuracy rating and willingness-to-share measure were entered into 5 (condi-
tion: CON, hORG, hIND, fcORG, fcIND) × 2 (veracity: fake, real) × 2 (frequency: ONCE,
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Figure 5.8: The average values of perceived accuracy ratings in Experiment 3 as a
function of frequency × condition for real news (left panel) and fake news (right panel)
with one standard error.

TWO2nd) mixed ANOVAs with a significance level of .05, respectively. Post-hoc tests
with Bonferroni correction were performed.

Perceived Accuracy Rating. Results of the perceived accuracy rating are shown
in Figure 5.8. Same as the prior two experiments, participants can distinguish real
news (4.97) from fake news (2.95), F(1,1161) = 1577.27, p < .001, η2 = .576. The main
effect of condition was also significant, F(4,1161) = 3.76, p = .005, η2

p = .013, and the
difference among conditions was qualified by the effect of news veracity, F(4,1161) = 12.59,
p < .001, η2

p = .042. Same as Experiment 2, post-hoc tests revealed that the effect of
each treatment condition was significant for the fake news compared to CON, padjs. < .001.

Sharing Decisions. Results of the willingness-to-share measure are presented in
Figure 5.9. Participants showed more willingness to share real news (3.71) than fake
news (2.66), F(1,1161) = 605.38, p < .001, η2

p = .343. Also, the interaction of veracity
× condition was significant, F(4,1161) = 4.32, p = .002, η2

p = .015. In the post-hoc com-
parisons, only the gap between fcIND and CON for fake news was significant, padj. = .033.

Health Anxiety. We analyzed 1166 participants’ results as in previous experiments.
For perceived accuracy rating, participants with high health anxiety (4.32) gave a higher
accuracy rating than those with low health anxiety (3.72) F(1,1156) = 84.42, p < .001,
η2

p = .068, and such pattern was more evident for fake news (high health anxiety: 3.45; low
health anxiety: 2.63), F(1,1164) = 67.58, p < .001, η2

p = .051 than for real news (high health
anxiety: 5.20; low health anxiety: 4.82), F(1,1164) = 41.63, p < .001, η2

p = .035.
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Figure 5.9: The average values of willingness-to-share in Experiment 3 as a function of
frequency × condition for real news (left panel) and fake news (right panel) with one
standard error.

For willingness-to-share, participants with high health anxiety (3.83) gave higher
willingness-to-share score than those with low health anxiety (2.75), F(1,1156) = 124.33,
p < .001, η2

p = .097, similar to Experiments 1 and 2. Thus, highly anxious people about
their health tended to share more health-related news regardless of news veracity.

Political Stance. We analyzed the effect of political stance as in Experiment 2 with
464 of liberals and 377 of conservatives after removing 325 moderates. The main effect
of political stance, Fs(1,831) = 24.53 and 17.95, ps < .001, η2

ps = .029 and .021, and its
interaction with veracity, Fs(1,831) = 161.99 and 80.38, ps < .001, η2

ps = .163 and .088,
were significant for both perceived accuracy rating and willingness-to-share measure.
Specifically, for perceived accuracy rating, the effect of political stance was more evident
for the fake news (liberals: 2.58, conservatives: 3.73), F(1,839) = 86.07, p < .001, η2

p = .093,
than for the real news (liberals: 5.16, conservatives: 4.83), F(1,839) = 22.61, p < .001,
η2

p = .026. For the willingness-to-share measure, the effect of political stance was only
significant for the fake news (liberals:2.37, conservatives: 3.33), F(1,831) = 48.54, p < .001,
η2

p = .055, but not the real news (liberals:3.75, conservatives: 3.82).
As in Experiment 2, conservatives were more susceptible to COVID-19 misinforma-

tion than liberals [193]. However, we again did not obtain the three-way interaction of
political stance × veracity × condition for neither measures, Fs < 1.0, showing limited
impacts of correction on mitigating conservatives’ higher susceptibility to misinformation
as Experiment 2.

Influential Factors. As in Experiment 2, we asked participants which factors were
influential for their decision-making and which parts of comments influenced the most.
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Figure 5.10: The top panel shows the response rate of the follow-up question in Experiment
3, asking the most influential factors in participants’ perceived accuracy rating, and the
bottom panel shows the most influential factors in the comment.

Across all treatment conditions, participants chose “other’s comments” the most, except
for those in the hIND condition (see Figure 5.10 top panel). For the following question
asking the most influential part in the comments, participants in both organization
conditions chose “who wrote” the most while those in both individual conditions chose
“URL” the most, χ2

(9) = 145.80, p < .001 (see Figure 5.10 bottom panel). Overall, the
obtained results were consistent with those found in Experiment 2.

Summary. The findings of Experiment 3 were consistent with the previous two
experiments. All types of corrections were effective in reducing participants’ perceived
accuracy rating of fake news. We verified the effects of a correcting comment (RQ1) from
fact-checking websites (fcORG) as well as the one from health organizations (hORG).
Also, we found the effects of individual users’ correction, which has a reference link
from either fact-checking websites (fcIND) or health organizations (hIND). Moreover,
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we discovered that participants counted on the reliable source of a correcting comment.
Specifically, participants in the hORG and fcORG weighed “who wrote the comment”
the most, while those in the hIND and fcIND counted on “URL” the most. As in
Experiment 1, we did not obtain the frequency effect (RQ2). Meanwhile, we found the
minimal impacts of health anxiety or political stance on the correction effect (RQ3).

5.5 General Discussion
In the current study, we investigated if the correction from organization users or individual
users can reduce participants’ susceptibility to COVID-19 fake news (RQ1). We also
examined whether more frequent correction can further reduce the susceptibility (RQ2),
and whether individuals’ health anxiety level has an impact on the effect of correction
(RQ3). Across the three online experiments with 2, 841 participants, we examined
the correction effects of three types of users on social media. We verified the effect
of user-initiated correction in general, with the fact that participants counted on the
reliability of correction. We also found that participants with high health anxiety were
more susceptible to COVID-19 fake news than those with low health anxiety in all
experiments.

5.5.1 Effect of Correction from a Single User

Previous work obtained the effect of user-initiated correction on social media by con-
ducting a survey [25] or analyzing Twitter data [194]. Also, other studies [26, 93] showed
the effect of correcting comments in social media contexts by conducting experiments.
Our study extended those works by demonstrating the consistent effects of user-initiated
correction with reliable sources in reducing perceived accuracy rating on COVID-19 fake
news in a social media context.

We corroborated that people’s perceived accuracy rating on fake news could be
reduced by a single correction comment by health organizations, fact-checking websites,
or individual users. In particular, the correction effect was similar across different types
of users. Critically, we unearthed that participants depended on the reliability of sources
in the correction to decide their perceived accuracy rating. Participants in hORG and
fcORG chose “who wrote the comment” the most, while those in hIND and fcIND chose
“whether the comment included a reference URL” the most. The only difference between
ORG and IND was whether the correction was directly delivered by reliable users or
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indirectly delivered through reliable URLs. Thus, our findings on the indirect effect of a
reliable source contribute to the literature about the source effect [26,80].

Although the hIND was effective on correction in Experiments 2 and 3, it did not
show a significant difference compared to the no correction condition in Experiment 1.
One possible explanation for the difference might be related to users’ increased knowledge
about COVID-19 news [25], and consequently increased reliance on other individual users
beyond health organizations to gain more information. The above reason may also explain
the non-significant results of Vraga and Bode’s work (2017) since they implemented a
relatively unfamiliar topic to the participants in their experiment. Moreover, across the
three experiments, we found that participants’ perceived accuracy rating on real news
in the treatment conditions was increased or similar to that in the control conditions,
indicating limited side effects of user-initiated correction compared to platform-driven
correction (e.g., fact-checking warnings) [122].

In all experiments, participants were more conservative in sharing news than the
perceived accuracy rating, which may contribute to the minimal correction effect on
misinformation sharing. Various motivations such as information-seeking, socializing,
status-seeking, or prior social media sharing experience [195] could drive people’s intention
of news sharing on social media regardless of correction. Future studies could investigate
effective correction to prevent misinformation sharing, considering such motivations of
sharing behaviors.

5.5.2 Frequency Effect on Correction

Throughout the experiments, the frequency effect on correction was only evident in
Experiment 2. Results of Experiments 1 and 3 were consistent with the correction effect
but did not show statistical significance: perceived accuracy rating and willingness-to-
share measures were numerically smaller for the second correction than the first correction.
Those results may be due to the use of the same comment messages across phases since
people typically expect varied comments from different social media users. Future work
could consider varying correction messages to understand further the frequency effect of
correction.

5.5.3 Correction Effect Depending on Health Anxiety

We discovered that participants with high health anxiety tended to believe and share
more news regardless of news veracity than those with low health anxiety, indicating
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that the highly anxious people might seek reassurance through health information [176].
In particular, we verified that hORG and hIND were only effective for the low health
anxiety group to reduce their perceived accuracy rating on fake news in Experiment 2.
To the best of our knowledge, our study was the first to deal with the impact of health
anxiety on correction for COVID-19-related fake news. Future studies should contrive
correction methods, especially for people with high health anxiety, to mitigate their
susceptibility to COVID-19 misinformation in particular and fake health news in general.

5.5.4 Correction Effect Depending on Political Stance

Experiments 2 and 3 revealed that conservatives were more susceptible to COVID-19 fake
news than liberals. Such results are in agreement with a recent study showing stronger
beliefs in COVID-19 fake news by conservatives [193]. In both of our experiments,
corrections showed minimal impacts on helping conservatives. Considering the impacts
of political stances on various misinformation literature [196–198], we believe that further
investigation on effective correction methods for more vulnerable populations (e.g.,
conservatives) is essential.

5.5.5 Limitations and Future Work

We discuss a few limitations that could be addressed in future studies. First, we chose
MTurk for recruitment to gain a reasonably large sample size as previous misinformation
studies did [79,122]. MTurk workers are more demographically diverse than the college
students [171,185]. However, the MTurk population, in general, cannot fully represent
the whole population. For instance, most MTurk workers tend to be in their 30s [172].
Therefore, a more comprehensive recruiting method could be used to generalize our
findings to other sample in future studies. In addition, in terms of materials, we used a
more recent news set in Experiments 2 and 3 since COVID-19 news has been quickly
updated and diversified. This change seemed to lead to different average gaps of perceived
accuracy ratings between real and fake news among experiments: Exp.1 (2.59), Exp.2
(2.20), Exp3 (2.02). Furthermore, it should be recognized that the effects found in our
experiments may not appear in practice due to exclusion of other factors on social media
(e.g., multiple replies and social relationships among users, etc.). Moreover, we are aware
that participants could not pay attention to the correction in reality because of many
distracting factors on social media, such as other postings and interactions with other
users in real-time. Also, we did not measure participants’ prior beliefs in the fake news.
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Therefore, we can not rule out the possibility of having negative effects from correction
(e.g., backfire effects) [31, 70]. Future works could develop experimental designs with
more ecological validity and evaluate the generalizability of our findings.

5.6 Conclusion
In this work, we carried out three online experiments with a more systematic design to
comprehend the impact of a single correction comment on mitigating users’ fake news
susceptibility on social media. In total, three types of users were investigated across
the experiments. We verified the correction effects on reducing the user’s perceived
accuracy ratings from individual users, health organizations, and fact-checking websites.
Moreover, our study revealed that participants counted on the reliability of correction
sources for their decision-making. We also found that high health anxiety people could
be more susceptible to COVID-19 misinformation. Additionally, our results showed that
conservatives are more susceptible to COVID-19 fake news than liberals. In conclusion,
our findings highlight 1) the importance of encouraging social media users to leave
correcting comments on fake news, as long as they have reliable sources, and 2) the
necessity to develop effective correction methods considering individual differences (e.g.,
health anxiety level and political stance).
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Chapter 6 |
Conclusion

6.1 Summary
The rampant spread of misinformation on social media platforms often increases uncer-
tainty for users to distinguish trustworthy information. This problem becomes especially
noticeable during major events like presidential elections and pandemics, where the
amount of information on social media is overwhelming. For the average user, rapidly
ascertaining the veracity of this abundance of information is a daunting task.

Numerous algorithmic detection methods have been developed to combat false in-
formation, and social media platforms have invested in deploying these techniques to
identify fake news. However, the most crucial step is empowering users to effectively
differentiate and subsequently avoid the proliferation of this detected misinformation.
Misinformation correction involves strategically presenting information that highlights
inaccuracies in the content, thereby alerting users to its falsehood.

Our research endeavors were dedicated to uncovering potent misinformation correction
methods, with a particular emphasis on the domain of social media platforms. These
platforms have emerged as pivotal players in the misinformation arena, notably in the
context of proliferating fake news. In this context, we conducted experimental research to
find effective methods for correcting misinformation considering the social media context.
Our primary goal was to unveil and appraise the efficacy of diverse misinformation
correction methods, each designed to enhance users’ awareness of counterfeit news. The
experiments were conducted from two perspectives based on the agent of correction. One
is platform-driven correction, and the other is user-initiated correction.

Through three research projects, we aimed to address the following issues. For
platform-driven correction, considering the increasing development and utilization of
numerous fake news detectors, we took the initiative to move beyond the conventional
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human fact-checking warnings. We introduced machine-learning warnings and examined
whether machine-learning warnings can effectively perform misinformation correction.
Following the verification of the potential of machine learning warnings with explanations.
In our follow-up study, we conducted a more in-depth investigation into the effectiveness
of warnings with explanations, examining how the effectiveness varies based on the
manner of explanation. For the user-initiated correction study, we focused on user
comments as the most direct means of responding to fake news postings. We evaluated
the effectiveness of misinformation correction in correcting comments written by various
users.

We conducted online experiments using participants from a crowdsourcing platform
like Amazon Mechanical Turk. These experiments yielded noteworthy results, indicating
the effectiveness of both platform-driven and user-initiated correction methods in im-
proving users’ capacity to discern and identify misinformation. The findings underscore
the potential of these strategies in bolstering users’ abilities to navigate the intricate
landscape of online information and make informed judgments.

In the initial study [80] of platform-driven correction, we devised three types of
machine-learning warnings and undertook a comprehensive investigation into their impact
on enhancing users’ ability to detect misinformation across two experiments. Our findings
indicated the potential of machine-learning warnings accompanied by explanations. This
warning significantly improved participants’ capacity to identify fake news, especially in
cases where the news source was not disclosed, irrespective of their level of trust in the
warning.

Building upon this, our subsequent study [199] delved further into the realm of
machine learning warnings with explanations. Notably, we discovered that a negatively
framed explanation proved to be more effective in rectifying misinformation when the
reliability of an AI system was uncertain. Conversely, warning only without explanations
emerged as a more effective correction method when users know the reliability information
of an AI system. These outcomes emphasize the pivotal role of transparency within
machine-learning warnings as well as the importance of providing reliability information
about AI systems.

In the domain of user-initiated correction, our research [200] journey encompassed
a comprehensive series of three experiments, each meticulously designed to assess the
effectiveness of distinct types of user-initiated correction. Our experiments examined
various facets of user correction within a simulated Twitter environment. The experiments
involved manipulating profile types and news source links across different conditions.
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The ensuing findings substantiated a noteworthy conclusion: the mere presence of a
single correction comment had a discernible and positive impact on participants’ ability
to identify fake news. Importantly, this effect held true regardless of the commenter’s
identity or the specific source link utilized if a user can see a reliable source.

6.2 Contributions
In this dissertation, I have contributed to the informatics field by investigating misinfor-
mation correction. The following paragraphs outline this research’s key contributions,
including novel insights, methodological advancements, and practical implications.

A systematic approach to agent-centered misinformation correction. In
pursuing effective misinformation correction methods, I initially sought to systematically
structure approaches to misinformation correction by categorizing them based on the
correction agent. Considering the dynamics of social media, I took into account both
platform and user perspectives, resulting in the classification of platform-driven correction
and user-initiated correction.

Classifying correction agents allowed us to navigate the complex landscape of social
media misinformation more effectively. By distinguishing between platform-driven
correction, initiated and executed by the platform itself, and user-initiated correction,
carried out by the active participants, I endeavored to find a nuanced understanding of
the multifaceted challenge we faced. This distinction, in essence, served as a compass to
guide our research.

Ultimately, this research yielded a valuable outcome in discovering effective methods
for misinformation correction in both platform-driven and user-initiated correction sce-
narios. By understanding the distinct roles played by these correction agents, I could
unveil a blueprint for combating misinformation on social media.

An extension of platform-driven warnings that reflect the contemporary
context. For platform-driven correction, I introduced machine-learning warning mes-
sages designed to reflect the detection capabilities of machine learning or AI systems.
These messages distinguished themselves from conventional human fact-checker-centered
warnings.

Furthermore, providing explanations regarding the judgments made by AI systems
in fake news warnings was pioneering at the time of this study. Within the relatively

93



limited research landscape on misinformation warnings, the focus was predominantly
on the established warning framing used by platforms like Facebook. In contrast, my
study expanded the realm of warning research by incorporating the perspective of
machine learning algorithms responsible for fake news detection. Our aim was to enrich
the field of warning research by providing logical insights into the detection process,
aligning with the broader trend towards explainable AI. Our research affected several
other studies [129, 134, 201, 202] which have explored the effectiveness of explanatory
mechanisms within AI system warnings, further attesting to the increasing significance
of explanation in a warning.

Moreover, in what I consider pioneering efforts, we explored the impact of framing in
explanations provided by machine learning warnings on the rationale behind detection
judgments. Ultimately, in situations where there is uncertainty about the reliability of
AI system detection, our research confirmed the effectiveness of using a negative framing
in the explanations provided by machine learning warnings.

Emphasizing the Expected Role of Social Media Users in Misinformation
Correction. Experimental studies about the effectiveness of user-initiated correction
have been relatively scarce compared to platform-driven correction. Recognizing that
users are central to shaping information activities on social media, I have researched
misinformation correction by users. I differentiated users into organizational users and
individual users and explored correction from each user type. For the case of organizational
users, I explored two types of organizational user profiles: health organization users and
fact-checking website users. Consequently, I could compare four types of users’ correcting
comments.

Ultimately, my research revealed that incorporating information from a ‘reliable
source’ consistently resulted in a substantial decrease in the perceived accuracy rating
of fake news, regardless of who corrected the misinformation. This discovery serves as
a fundamental incentive for encouraging users to engage proactively in misinformation
correction, highlighting the pivotal role of their active participation.

Methodological Efforts to Strengthen Experimental Robustness. I primarily
centered my research on developing effective misinformation correction methods within the
extensive landscape of social media, achieved via a comprehensive series of experimental
studies in which I aimed to enhance methodological robustness by rigorously collecting,
analyzing, and interpreting data.
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First, the stimuli employed in this research were thoughtfully designed to mirror
authentic scenarios in which misinformation prominently circulates across social media
platforms. This approach enabled the practical assessment and applicability of correction
strategies in addressing real-world challenges. Each experimental study incorporated a
diverse array of stimuli, including political and COVID-19 news.

We recruited a significant number of participants for online experiments (Study 1:
1, 176, Study 2: 2, 841, Study 3: 2, 692) to strengthen the credibility of our findings,
providing us with a robust and diverse sample and several distinct advantages. This
approach bolstered the statistical power of our studies, allowing us to detect both
subtle and substantial effects, while the larger sample size led to more precise estimates
with reduced margins of error and enhanced generalizability of our conclusions. Our
commitment to utilizing data from a substantial number of participants across all studies
reinforced reliability and inspired confidence in the strength and accuracy of our findings.

Moreover, our research embraced a series of deliberate iterations and variations in
the experimental design, a rigorous endeavor undertaken to achieve increasingly refined
and precise results. This dedication to refinement not only strengthened the scientific
rigor of our investigations but also ensured that our findings were robust, reliable, and
applicable across a range of scenarios. Through these methodological refinements and
adjustments, we enhanced the depth of our insights and the validity of our conclusions,
ultimately contributing to the overall quality of our research.

We aimed to minimize the influence of news content on users by presenting them
with a diverse selection of news content, reducing potential variations in user responses
linked to different content. This approach offers several advantages. It reinforces the
robustness of our results, ensuring that observed effects persist across different stimuli by
reducing potential bias associated with certain stimuli. Additionally, employing multiple
stimuli provides a more comprehensive understanding of the topic and uncovers deeper
insights into underlying mechanisms. Also, it minimizes the impact of confounding
factors, increasing the validity and reliability of our research.

Furthermore, we employed randomization as a fundamental practice in stimulus
sequencing to minimize potential biases in the outcomes that may arise from the order
in which stimuli are presented. In addition to this, we further heightened the control
over our experimental design by creating multiple subsets based on the Latin square
design. This methodical approach guaranteed that our research outcomes were not
unduly affected by the sequence in which stimuli were encountered, strengthening the
internal validity of our study.
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6.3 Limitations
In the pursuit of exploring effective methods for platform-driven correction and user-
initiated correction on social media, with a specific emphasis on the agent of correction,
this research conducted a total of 11 experiments across three studies. While stringent
measures were in place to ensure the experimental rigor and validity of these endeavors,
it is important to acknowledge several limitations that pave the way for future research
improvements.

In our research, participants for all experiments were recruited through Amazon
Mechanical Turk, a common approach in many online studies to secure a large and
diverse participant pool. It is important to note that controlling data quality from
Amazon Mechanical Turk workers can be challenging despite diligent data cleaning
efforts. This challenge stems from the possibility of including data from participants
with malicious intentions, such as the use of bots [203]. While replicating the same scale
of participants in laboratory experiments may not be feasible, conducting experiments
with a reasonable number of participants in a controlled lab environment offers the
advantage of a more focused setting. This controlled environment can allow for a more
accurate assessment of potential differences in data quality. Additionally, it may be
worthwhile to explore recent, high-quality crowd-sourcing platforms (e.g., Prolific) [204]
as an alternative option.

Secondly, it is important to acknowledge that, by design, our experiments excluded
several real-world factors. The stimuli used in our experiments primarily consisted of
news content paired with correction messages. In the platform-driven correction study,
we focused on news content and warning messages, while the user-initiated correction
study included a single correcting comment alongside the news content. These stimuli
were carefully crafted to simulate correction scenarios within the context of social media
platforms, such as Facebook and Twitter. However, due to the fixed image format in
which the stimuli were presented, we had to omit the nuanced and interactive dynamics
that are characteristic of real-world social media interactions.

Furthermore, the absence of reaction buttons, such as ‘like’ or ‘heart,’ within the
stimuli limited our ability to explore essential elements for assessing content credibility
and the dynamics of correction in a real social media context. As a result, the study
did not fully capture the diverse spectrum of content interaction that is characteristic
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of social media platforms. To address this limitation, future research could consider
incrementally introducing these elements as separate factors, potentially leading to the
identification of more realistic and effective correction methods.

In the meantime, our primary objective was to identify distinct correction effects
related to different correction types through comparative analysis. As a result, the
examination of effects based on participants’ characteristics was primarily conducted in
post-session, using a limited set of follow-up questions. These characteristics included
inquiries about political orientation, social media usage habits, health anxiety, and more.
Among these, it was suggested that political orientation and health anxiety lead to
different susceptibilities to political and health news corrections. In addition to these
characteristics, individuals may inherently differ in their attitudes and receptiveness to
warnings. Multiple factors, including prior experiences with accepting warnings, existing
knowledge about specific news topics, mental models, literacy [205,206], and more, could
be explored to determine their significant impact on how information is received and
corrected. In future research, considering a wider range of demographic characteristics
as variables in the analysis may lead to obtaining more diverse insights.

Additionally, I acknowledge that I used a restricted set of news content within a
limited timeframe. I focused on political news and COVID-19 news, which were of
utmost societal importance during the respective study periods. It is crucial to recognize
that correction effectiveness may vary depending on the type and characteristics of the
topics, and this variability should not be overlooked. While addressing urgent issues is
necessary, future research aimed at establishing the generalizability of correction effects
could benefit from conducting experiments covering a more extensive range of news
topics.

In addition, a between-subject design may introduce some variability related to partic-
ipant characteristics. I consistently employed a between-subject design in all experiments
to assess the effectiveness of various misinformation correction types. This approach
was selected due to several advantages, such as reducing time demands on participants,
facilitating comparisons across multiple conditions, and simplifying the interpretation
of diverse within-subject conditions. In future research, as part of supplementary in-
vestigations, the utilization of a within-subject design could be considered to compare
different conditions within the same individuals more effectively. This alternative ap-
proach could provide additional insights and complement the findings obtained from the
between-subject design.

My research has primarily concentrated on investigating practical misinformation
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correction strategies within well-controlled experimental settings. However, it is crucial
to stress the importance of further validation to evaluate their real-world effectiveness.
This need for validation stems from an awareness that the real-world context intro-
duces numerous uncontrolled variables and complexities that can potentially impact the
outcomes.

6.4 Implications
Having presented and analyzed the results of this study, it is now essential to consider the
broader implications of our findings and their potential applications in various contexts.
In this section, I will discuss how the insights gained from our research can inform and
impact the field of misinformation correction studies.

First, I have introduced specific methods for effective misinformation correction
tailored to real-world social media scenarios. In the context of platform-driven correction,
social media platforms like Facebook and X (previously known as “Twitter”) could
contemplate the adoption of machine learning warnings. Although these platforms
continually advance their fake news detection models, they have yet to incorporate
warnings generated by machine learning or AI systems. This reluctance may stem from
concerns about unfamiliar terminologies from a layperson’s perspective. It could also be
attributed to the platforms’ need to establish the widespread reliability of their detection
sources.

However, if subsequent research corroborates the efficacy of machine-learning warnings,
social media platforms might consider introducing them as a complementary approach
alongside fact-checking warnings. Specifically, our study’s proposed bar chart-style
explanations could serve as a visual means to elucidate the rationale behind machine
learning warnings, potentially enhancing their credibility. The principles underpinning
such explanations may also inspire future developments in user-initiated correction
methods beyond platform-driven correction. Furthermore, the disclosure of detection
model reliability scores has the potential to incentivize users to embrace warnings
proactively.

In the user-initiated correction study, we highlighted the effectiveness of incorporating
a reliable source in a correcting comment, regardless of the initiator of the correction. That
is, by adding the URL of the news containing the correcting information, even regular
users can play an active role in the misinformation correction process. Consequently, it
becomes imperative for fact-checking non-governmental organizations (NGOs) and social
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media platforms to incentivize individual users to partake in misinformation correction
by including reliable sources within their correction comments.

Given the nature of social media, where individual influence often carries more weight
in shaping the acceptance of information within their immediate circles of family and
friends [207], it is evident that a top-down, platform-driven approach to misinformation
correction alone may not suffice. Instead, each individual can emerge as a central node,
fostering a culture of misinformation correction within their personal networks. This
collaborative effort between fact-checking entities and individual users can significantly
contribute to more informed and reliable social media.

Next, the insights derived from my research can extend beyond the realm of misinfor-
mation correction on social media platforms. For instance, our correction insights may
prove essential when utilizing recently developed, widely recognized services based on
large language models, such as ChatGPT. Notwithstanding their remarkable capabilities,
their models may occasionally yield biased or incomplete responses due to their training
data [208,209]. For instance, when models might inadvertently incorporate inaccurate
information, offering reliability scores for their responses or more transparent explanations
for their decision-making processes could empower users to make more informed choices
when engaging with the provided information. This can ultimately contribute to a more
reliable and user-centric experience in using such a large language model-based service.

Besides, the rapid advancement of deepfake technology has spurred the widespread
dissemination of manipulated images, often harnessed to propagate false information
effectively. Deepfake images are frequently employed to impersonate experts across
diverse domains, deceitfully garnering people’s trust for deceptive purposes [210]. This
underscores the growing significance of correcting deepfake content to mitigate the
risk of users falling victim to false information. Finding specialized misinformation
correction techniques for deepfake content could contribute to mitigating the evolving
forms of misinformation. For instance, the visualization of the rationale behind identifying
deepfakes or the inclusion of reliable sources are avenues that merit consideration. Such
enhancements could substantially contribute to the ongoing battle against the spread of
deceptive information facilitated by deepfake technologies.

6.5 Future Directions
As I wrap up this dissertation, I want to look ahead and identify potential avenues for
future research. Several intriguing directions emerge from our works that can further
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strengthen our understanding and strategies for misinformation correction in the digital
landscape.

Misinformation Correction from an AI System with Different Reliability. Our
study [199] unearthed intriguing insights into how participants interact with fake news
warning messages and utilize reliable information provided by AI systems. In particular,
upon exposure to fake news warning messages with explanations, participants displayed
a notable inclination to lower their perceived accuracy rating for real news if they could
not be sure about the reliability of the AI system. This suggests a heightened awareness
of the potential presence of misinformation (i.e., fear of miss errors). In practical terms,
it is unfeasible for an AI system to comprehensively censor and label all news as either
fake or real, making it challenging to alleviate the concerns about miss errors. Moreover,
in real-world scenarios, besides the presence of miss errors (false negatives), false alarms
(false positives) add to the complexity.

Hence, a natural avenue for research arises: if advance notice is given about the
potential occurrence of such instances and information about the reliability of the
AI system is provided, could this mitigate users’ vague suspicions about the system’s
trustworthiness? Upon the research question, I propose a more in-depth exploration
of warning effects within AI systems that vary in reliability. While prior research
has diligently examined the influence of warning signs, there exists a notable gap in
understanding the limitations or inadvertent consequences of warning systems that mimic
real-world scenarios. I aim to explore the effects of warnings in AI systems characterized
by different reliability levels, leading to four distinct warning-labeling scenarios: true
positives, true negatives, false positives, and false negatives.

This endeavor serves to uncover whether participants are susceptible to both false
positives and false negatives and, subsequently, to consider implementing a more nuanced
and adaptable warning system or boosting detection algorithms. Through this research,
I aspire to offer a comprehensive understanding of the implications of AI systems in
the realm of fake news detection, thereby contributing to a more effective and reliable
approach to countering misinformation.

User-initiated correction using machine detectors. We did not specifically inves-
tigate user-initiated correction using machine detectors during our research endeavors.
This omission was rooted in the prevailing assumption that typical users primarily rely
on well-established human fact-checking websites as their primary sources for corrections.
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However, the landscape is evolving, and there is a growing interest among the public in
the field of machine learning, coupled with significant advancements in machine-learning
fake news detectors.

Consequently, if users can access information about lists of fake news identified by
machine detectors, there is a possibility that users may gradually consider these sources
for correction purposes. If users are inclined to utilize results from machine detectors,
delving into experimental studies to pinpoint the most effective methods for users to
communicate the machine detector’s findings would be a worthwhile avenue to explore.
This research aims to uncover fresh perspectives and insights not explored in traditional
misinformation correction studies. By actively investigating user-centered misinformation
correction that embraces the evolving results of machine detectors, I anticipate revealing
novel viewpoints and discoveries in this field.

The integrated comparative study of platform-driven correction and user-
initiated correction methods. My research has been characterized by a comprehensive
examination of platform-driven correction and user-initiated correction methods, ulti-
mately leading to the delineation of effective strategies for combating misinformation
within each of these correction approaches. The ideal scenario envisions both platforms
and users actively participating in the correction process to counter the dissemination
of misinformation. However, whose correction methods can be more effective has not
been revealed. Future research endeavors could benefit from an integrated comparative
study to further inform the development of misinformation correction strategies and
gain a more subtle understanding of the dynamics. I aim to assess the effectiveness
of platform-driven correction versus user-initiated correction across various scenarios.
This exploration will shed light on how these correction methods can synergistically
collaborate in different contexts.
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