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Abstract—We develop a novel framework, named as l-injection, to address the sparsity problem of recommender systems.

By carefully injecting low values to a selected set of unrated user-item pairs in a user-item matrix, we demonstrate that top-N

recommendation accuracies of various collaborative filtering (CF) techniques can be significantly and consistently improved. We first

adopt the notion of pre-use preferences of users toward a vast amount of unrated items. Using this notion, we identify uninteresting

items that have not been rated yet but are likely to receive low ratings from users, and selectively impute them as low values. As our

proposed approach is method-agnostic, it can be easily applied to a variety of CF algorithms. Through comprehensive experiments

with three real-life datasets (e.g., Movielens, Ciao, and Watcha), we demonstrate that our solution consistently and universally

enhances the accuracies of existing CF algorithms (e.g., item-based CF, SVD-based CF, and SVD++) by 2.5 to 5 times on average.

Furthermore, our solution improves the running time of those CF methods by 1.2 to 2.3 times when its setting produces the best

accuracy. The datasets and codes that we used in the experiments are available at: https://goo.gl/KUrmip.

Index Terms—Recommender systems, collaborative filtering, data sparsity, uninteresting items, pre-use preference, post-use preference
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1 INTRODUCTION

THE goal of recommender systems (RS) is to suggest
appealing items (e.g., movies, books, or news articles)

to a user by analyzing her prior preferences. As a large
number of online applications use RS as a core component,
improving the quality of RS becomes a critically important
problem to businesses. Among existing solutions in RS, in
particular, collaborative filtering ( CF ) methods (e.g., [2], [3],
[4], [5], [6], [7]) have been shown to be widely effective.
Based on the past behavior of users such as explicit user rat-
ings and implicit click logs, CF methods exploit the similari-
ties between users’ behavior patterns.

However, when the fraction of known ratings in a rating
matrix R is overly small (so-called data sparsity problem),
CF methods tend to suffer. For an R with m users and n
items, if we assume that each user has rated k items on aver-
age, the fraction of rated items in R is k

n (=
m�k
m�nÞ. Asymptoti-

cally, such a fraction of rated items in R is extremely small
(i.e., k � n). It is common for an e-business to sell millions
of items with a very long tail, and many users rate very
few items (i.e., cold-start users). The goal of this work is to
mitigate such a data sparsity problem to improve top-N

recommendation accuracies of CF methods. Our proposal is
based on the following hypothesis in CF:

Hypothesis 1. Filling some values into empty cells, i.e., unrated
items, in a rating matrix R can improve the accuracy of CF
methods for top-N recommendation.

We first argue that ratings in R be often a reflection of the
satisfaction of users. Therefore, users tend to rate (high)
only the items that they like, and those who are dissatisfied
tend not to rate items in R. Corroborating this point, Table 1
illustrates severe imbalance between low (i.e., 1 or 2) and
high (i.e., 3, 4, or 5) ratings from three real-life datasets that
we used in our experiments. Note that only a small fraction
(i.e., 10-17 percent) of ratings are low values. Then, a natural
question to raise is: how can we identify the unknown opinions
of those users who were dissatisfied with and did not leave ratings
for items ?

To answer this question, note that unrated items in R can
be classified into three different types: (1) unrated items
whose existence users were not aware of, (2) unrated items
that users knew and purchased but did not rate, and (3)
unrated items that users knew but did not like and thus did
not purchase. We note that the unrated items of the third
type, called uninteresting items (denoted by Iun), clearly indi-
cate users’ latent negative preferences on them. Therefore,
it is better not to recommend those uninteresting items.
In order to identify such uninteresting items, we propose to
use a new notion of pre-use preference, i.e., an impression
of items before purchasing and using them. That is, by defi-
nition, uninteresting items indicate the items with low pre-
use preferences. Unfortunately, the ratings in R do not indi-
cate pre-use preferences but the preferences after using the
items, called post-use preference.
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Based on this novel notion of pre-use preference and
uninteresting item, we develop a solution that consists of
three steps: (1) infer the pre-use preferences of unrated
items by solving the one-class collaborative filtering ( OCCF )
problem [8], [9], (2) assign “low” values to uninteresting
items in R, yielding an augmented matrix L, and (3) apply
existing CF methods to L, instead of R, to recommend
top-N appealing items. This simple-yet-novel imputation
solution significantly alleviates the data sparsity problem
by augmenting R. Extending our prior work [1], in this
work, we develop a more general l-injection to infer differ-
ent user preferences for uninteresting items for users, and
show that l-injection mostly outperforms 0-injection in [1].

The proposed l-injection approach can improve the accu-
racy of top-N recommendation based on two strategies: (1)
preventing uninteresting items from being included in the
top-N recommendation, and (2) exploiting both uninterest-
ing and rated items to predict the relative preferences
of unrated items more accurately. With the first strategy,
because users are aware of the existence of uninteresting
items but do not like them, such uninteresting items are
likely to be false positives if included in top-N recommenda-
tion. Therefore, it is effective to exclude uninteresting items
from top-N recommendation results. Next, the second strat-
egy can be interpreted using the concept of typical memory-
based CF methods. Suppose that a few neighbors of a user u
rated an item i high but most neighbors of u considered i
uninteresting (thus left i unrated in R). In this case, existing
CF methods tend to recommend i to user u. However, if
many neighbors of u consider i as an uninteresting item, we
should avoid recommending i to u.

To summarize, our main contributions are as follows:

� We introduce a new notion of uninteresting items,
and classify user preferences into pre-use and post-use
preferences to identify uninteresting items.

� We propose to identify uninteresting items via pre-
use preferences by solving the OCCF problem and
show its implications and effectiveness.

� We propose low-value injection (called l-injection) to
improve the accuracy of top-N recommendation in
existing CF algorithms.

� We evaluate the proposed solution with three real-
life datasets, and demonstrate that our solution con-
sistently outperforms baseline CF methods (e.g.,
item-based CF, SVD-based CF, and SVD++) with
respect to accuracy (by 2.5 to 5 times) and running
time (by 2.5 to 5 times) on average.

The remainder of this paper is organized as follows. In
Section 2, we explain the preliminaries of our approach. In
Section 3, we present our approach. In Section 4, we evalu-
ate our approach by comparing it with existing methods via
extensive experiments. In Section 5, we review related
work. In Section 6, we conclude our work.

2 PRELIMINARIES

In general, CF methods have been studied under two set-
tings: (1) predicting the ratings of unrated items, and (2) rec-
ommending top-N unrated appealing items to users. In this
paper, we focus on the top-N recommendation setting,
which is more practical in real-world applications [10].

We first explain some basic notations used throughout
this paper. Let U ¼ fu1; . . . ; umg be a set of m users, I ¼
fi1; . . . ; ing be a set of n items, and rui be the rating given to
item i by user u. A corresponding rating matrix is referred
to as R ¼ ðruiÞm�n, and pui (respectively qui) indicates the
pre-use (respectively post-use) preference for item i of user u.
The pre-use preference pui is different from a known rating
rui in the rating matrix R, implying post-use preference
qui. In theory, both types of preferences pui and qui exist as a
user-item pair ðu; iÞ although they are not always available.

Note that it is possible to infer the pre-use preference for
item i 2 I of user u from its external features, (e.g., genre,
director, or actors, in the case of a movie). After using i,
based on the level of her satisfaction, u then assigns a spe-
cific score to i, indicating her post-use preference for i.
Therefore, the post-use preference is determined by the
inherent features that u had not known before using i (e.g.,
storyline or choreography of a movie). Let us explain both
types of preferences using the following example.

Example 1 (Two preference types). Fig. 1 illustrates the
pre-use and post-use preferences of a user u for three
movies. Initially, user u has a high pre-use preference for
Movie #1 and Movie #2. On the other hand, u does not
have a high pre-use preference for Movie #3. In this case,
Movie #1 and Movie #2 are to be called interesting items
while Movie #3 an uninteresting item. Thus, u would
decide to watch only the two movies for which she has
high pre-use preferences. After watching the movies, u
likes Movie #1 as expected, but does not like Movie #2.
Therefore, u assigns a high rating to Movie #1 and a low
rating to Movie #2 as her post-use preferences. In con-
trast, the user does not watch Movie #3 as it is an uninter-
esting movie to her. The post-use preference for Movie #3
thus remains unknown, i.e., missing in the rating matrix.
Fig. 2 further illustrates the preferences of a user u for an

entire set I of items. Iinu denotes interesting items with high
pre-use preferences while Iunu denotes uninteresting items
with low pre-use preferences. Two item sets are disjoint,
i.e., Iinu \ Iunu ¼ ;, Iinu [ Iunu ¼ I. We formally define uninter-
esting items as follows:

Definition 1 (Uninteresting items). For a user u, a set of
uninteresting items Iunu is defined as: Iunu ¼ I � Iinu . The
following inequality for pre-use preferences holds: 8i 2 Iunu ;
8j 2 Iinu : pui � puj.

TABLE 1
Rating Distributions of Three Real-Life Datasets

Dataset Low ratings (1 or 2) High ratings (3, 4, or 5)

Movielens 17% 83%
Ciao 10% 90%
Watcha 13% 87%

Fig. 1. Pre-use and post-use preferences for three movies.
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A user u purchases some items out of interesting items
Iinu and rates them. A set of items that are likely to receive
high ratings, (i.e., high post-use preferences) is called pre-
ferred items, denoted by Ipreu . Therefore, it is a subset of inter-
esting items as shown in Fig. 2 (i.e., Ipreu � Iinu ). In a real
scenario, u would be able to rate only a small fraction of
interesting items. This item set, denoted by Ievalu , is only a
subset of Iinu (i.e., Ievalu � Iinu ). For this reason, if we identify
the uninteresting items of each user, we can understand the
user’s taste more accurately.

Based on this viewpoint, our goal is to identify the top-N
preferred items of a user u by considering the “latent” unin-
teresting items of u. In particular, u’s pre-use and post-use
preferences for item i 2 Ievalu are known while both types of
preferences for item j 2 I � Ievalu are unknown. If u has eval-
uated item i, the pre-use preference pui can be considered
high. Based on known pre-use preferences, we infer the
pre-use preferences of the remaining unknown items j. In
addition, the post-use preference qui can be directly indi-
cated by estimating the score of rui. The top-N recommenda-
tion is formally defined as follows:

Problem 1 (Top-N recommendation). For user u, we aim to
identify the top-N unrated items J ¼ fj1; . . . ; jNg such that:
(1) J � Iinu � Ievalu and (2) quj1 � 	 	 	 � qujN � quy (8y 2 I�
Ievalu � J).

3 PROPOSED APPROACH

While existing CF methods only employ user preferences on
rated items, the proposed approach employs both pre-use and
post-use preferences. Specifically, the proposed approach first
infers pre-use preferences of unrated items (Section 3.1) and
identifies uninteresting items Iunu (Section 3.2). Then, it
enriches the rating matrix by exploiting uninteresting items
(Section 3.3). The existing CF methods equipped with our
approach not only benefit from the enriched matrix and but
also exclude the uninteresting items from top-N recommenda-
tion. Lastly, we analyze the benefits of the proposed approach
on account of improving the accuracy greatly (Section 3.4).

The main challenges of our approach are as follows: (1)
how to identify uninteresting items among unrated items and (2)
how to exploit uninteresting items discerned in CF methods. To
address the first challenge, we infer pre-use preferences for
all unrated items and find the unrated items whose pre-use
preferences are low. For the second challenge, we build an
augmented matrix where some missing entries are imputed
by low values if their corresponding items are considered
uninteresting. The augmented matrix can be applied to any

CF method (thus making our approach method-agnostic),
which enables existing CF methods to benefit from uninter-
esting items in their top-N recommendation.

Fig. 3 depicts the overall processes of the proposed
approach. First, we build a pre-use preference matrix
P ¼ ðpuiÞm�n by examining a rating matrix R ¼ ðruiÞm�n. It
is set as one if rui 2 R has been already rated (i.e., u should
have liked i if she bought i) (Step 1). It is the highest because
pui is set as a real value in [0, 1]. Next, we infer pre-use pref-
erence scores on “unrated” user-item pairs ðu; iÞ (i.e.,
puj ¼ null) based on other observed pre-use preferences
(i.e., pui ¼ 1) and add them in P , which becomes P̂ (Step 2).
Based on P̂ , we identify uninteresting items for each user
and build a low-value injected matrix L ¼ ðluiÞm�n (Step 3).
That is, if rui in R is unrated and item i is an uninteresting
item for user u, it is imputed by lui. In the proposed
approach, i is determined as the uninteresting item for u if
the pre-use preference score p̂ui is ranked in the bottom u

percent in P̂ . The augmented matrix L thus includes both
the original ratings for rated items and the imputed ratings
for uninteresting items. Lastly, existing CF algorithms are
applied to the augmented matrix L (Step 4). We recommend
top-N items by predicting the post-use preferences of empty
entries (dotted circles). In the following sections, we explain
each step in detail.

3.1 Inferring Pre-Use Preferences

It is straightforward to determine a pre-use preference pui if
a user u has already rated an item i (i.e., rui 6¼ null). This is
because i may have been interesting to u at first consider-
ation, i.e., Ievalu � Iinu . As such, we set the pre-use preference
pui as one. However, when u has not rated i (i.e., rui ¼ null),
it is non-trivial to determine pui. Therefore, it is essential to
infer pre-use preferences pui if rui is unrated.

To address this challenge, we borrow the framework of
the one-class collaborative filtering problem [8], [9]. The OCCF
problem occurs when a rating score is unary such as clicks,
bookmarks, and purchases so that a cell rij 2 R has a null
value or a single value indicating “yes.” The ambiguity
arises from the interpretation of unrated items. That is, it is
difficult to distinguish negative and positive examples that
co-exist among unrated items [8]. Some unrated items can
be positive because the user is not aware of their existence.
On the other hand, some are negative because the user
knows about the items but dislikes them. Therefore, she
determines not to use them.

Fig. 3. Overall process of the proposed approach.

Fig. 2. Venn diagram for the preferences and interestingness of items.
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This problem setting also happens when we infer pre-use
preferences for unrated items. That is, known pre-use pref-
erences for rated items have positive values (i.e., pui ¼ 1)
and missing pre-use preferences for unrated items are
ambiguous. In Fig. 2, we observe that both unlabeled posi-
tive examples (Iinu � Ievalu ) and negative examples (Iunu ) co-
exist in the set of items whose pre-use preferences are
unknown (I � Ievalu ). We thus employ the OCCF method [8]
to infer pre-use preferences. In Section 4.2, we also demon-
strate that the OCCF method is the most effective to infer
users’ pre-use preferences.

The basic idea of the OCCF method is to treat all unrated
items as negative examples and to assign weights to quan-
tify the relative contribution of these examples. In our situa-
tion, the OCCF method assigns 0 to every pui whose value is
null in P and determines weight wui by three schemes: uni-
form, user-oriented, and item-oriented schemes. In this paper,
we employ the user-oriented scheme, which was the best
performer in [8]. The underlying principle of the user-
oriented scheme is essentially that as a user rates more items,
she is more likely to dislike unrated items. That is, it computes
the weight wui in proportion to the number of items rated
by u: wui ¼

P
i pui. The OCCF method finally updates

pui 2 P using their corresponding weights. We treat the
updated values as the inferred pre-use preference scores.

To update these values, the OCCF method employs the
weighted alternating least squares (wALS) method [11] in
building a singular value decomposition (SVD) with a rating
matrix and its weight matrix. It infers the preference scores
for each user’s unrated items via the SVD model. The wALS
method decomposes a matrix P into two low-rank matrices
X and Y while optimizing an objective function
pound; ðX;Y Þ. The matrix P represents observed pre-use
preferences in our case, i.e., P ¼ ðpuiÞm�n. The matrices X
and Y represent the latent features of users and items,
respectively. The objective function is represented as follows:

pound; ðX;Y Þ ¼
X
u

�X
i

wuifðpui �XuY
T
i Þ2

þ�ðkXuð	Þk2F þ �kYið	Þk2F Þg
�
;

(1)

where pui and wui are the entries in the observed pre-use
preference matrix P and its weight matrix W , respectively.
The vector Xu is the uth row of matrix X, and the vector Yi

is the ith row of matrix Y . The two vectors represent the fea-
tures of user u and item i. In addition, k 	 kF denotes the Fro-
benius norm and � is a regularization parameter.

In order to factorize matrix P , the OCCF method first
assigns random values to elements in matrix Y , and updates
elements in matrix X as in Eq. (2) by optimizing the objec-
tive function. 81 � u � m

Xuð	Þ ¼ puð	Þ ewuð	ÞY ðY T ewuð	ÞY þ �ð
X
i

wuiÞIÞ�1; (2)

where ewuð	Þ is a diagonal matrix with elements of wuð	Þ on the
diagonal, and matrix I is an identity matrix. Next, the OCCF
method updates elements in matrix Y while fixing matrix X
as in Eq. (3). 81 � i � n

Yið	Þ ¼ pTð	Þi ewð	ÞiXðXT ewð	ÞiX þ �ð
X
u

wuiÞIÞ�1: (3)

We optimize the objective function by repeating Eqs. (2)
and (3) until matricesX and Y converge to a local optimum.
Finally, we approximate matrix bP by calculating an inner
product ofX and Y as in Eq. (4) where an entry bpui in matrixbP represents a pre-use preference score of user u for item i

bP 
 P ¼ XY T : (4)

3.2 Identifying Uninteresting Items

Once pre-use preferences of unrated items are computed,
we can identify uninteresting items. Based on the pre-use
preference scores inferred by the OCCF method, the unin-
teresting items of user u are defined as follows:

Iunu ðuÞ ¼ fijrðp̂uiÞ � u; rui ¼ nullg; (5)

where rðp̂uiÞ indicates the percentile rank of p̂ui among all
user-item pairs whose ratings are missing in R. For exam-
ple, Iunu ð20Þ indicates that we assign all unrated items whose
percentile ranks of pre-use preference scores are at the bot-
tom 20 percent as uninteresting items.

In Eq. (5), we do not use an absolute cut-off value for pre-
use preference scores because the OCCF method is origi-
nally designed for computing users’ relative preferences. In
addition, we adjust the parameter u to obtain the best accu-
racy for top-N recommendation. If u is set high, a large num-
ber of unrated entries are injected with low values, leading
to a less sparse rating matrix. On the other hand, if u is set
low, we may not be fully utilizing the benefit of uninterest-
ing items as only a small number of unrated entries are
injected. The simple use of relative cut-off based on the per-
centile rank works well. (In Section 4.4, we will evaluate the
effectiveness of the cut-off method.)

Example 2 (Uninteresting items). Fig. 4 illustrates a pre-

use preference matrix P̂ , where the cells with one and

with decimal numbers are originally derived from the

rated and unrated items in R, respectively. For a larger u,

more items are considered as uninteresting items. For

example, when u ¼ 20, only light-colored cells become
uninteresting items. If u ¼ 80, both light and middle-

colored cells become uninteresting items. Finally, when

u ¼ 99, all colored cells become uninteresting items. Note

that the number of uninteresting items could be different

per user. For instance, when u ¼ 80, the numbers of unin-

teresting items for u1 and u2 are 1 and 4, respectively.
It is worthwhile to emphasize that our approach identi-

fies uninteresting items more broadly than what a user

Fig. 4. Identifying uninteresting items from pre-use preference matrix P̂ .

6 IEEE TRANSACTIONS ON KNOWLEDGE AND DATA ENGINEERING, VOL. 31, NO. 1, JANUARY 2019



herself would have recognized. In a real setting, even if
asked, users are able to review only a small fraction of (mil-
lions of) unrated items to identify truly uninteresting items.
In clear contrast, our approach can find a large number of
uninteresting items that users have not recognized yet but
are likely to consider uninteresting.

3.3 l-Injection

We now propose a novel method to impute missing ratings,
named as l-injection, such that we assign a “low” value to
rui 2 R if an item i is determined as uninteresting for a user
u. This is because u would not be satisfied with an uninter-
esting item i even if recommended.

By filling a rating matrix Rwith low values, we can build
a new “denser” matrix that contains low value ratings as
well as actual user ratings. We call this augmented matrix
an l-injected matrix L ¼ ðluiÞm�n, where entry lui is defined as
follows:

lui ¼
rui if u has ratedi;
vui if ð1Þ u has not rated i and

ð2Þ i is an uninteresting item to u;
null otherwise,

8>><
>>:

where vui is to be defined below. We now develop various
methods to impute missing ratings to uninteresting items.
(In Section 4.4, we evaluate the effectiveness of various
imputation methods for uninteresting items.) To determine
vui, a simple way is to fill it with zero [1]. This imputation
means that a user does not like uninteresting items at all.
Alternatively, because uninteresting items are generally less
preferred than rated items, we can also fill a “low” value by
under-estimating the average of known ratings. To calculate
the global average for rated items, we define an indicator
yui for the existence of rui as follows:

yui ¼ 1 if uhas rated i;
0 otherwise.

�

When we use the global average of ratings, vui is defined as

vui ¼
P

x2U;j2I yxjrxjP
x2U;j2I yxj

� d; (6)

where d 2 ½0; 1� is used to control the degree of uninterest-
ingness compared to the average. It is also possible to use
the average of ratings per user/item. For the user average,
vui is computed by

vui ¼
P

j2I yujrujP
j2I yuj

� d: (7)

For the item average, vui is computed by

vui ¼
P

x2U yxirxiP
x2U yxi

� d: (8)

Note that the proposed approach works regardless of the
choice of underlying CF methods as it simply replaces the
original rating matrix R by the l-injected matrix L. The pro-
posed approach is orthogonal to existing CF methods , which
is one of our key strengths. It is also possible to develop

other imputation methods to reflect the characteristic of
uninteresting items. Because our intention is to evaluate
the effectiveness of using uninteresting items for top-N rec-
ommendation, we leave more sophisticated modeling for
l-injection as our future work.

The proposed approach can improve existing CFmethods
with three aspects. First, whenCFmethods are applied, unin-
teresting items are excluded from the recommendation list.
While existing CF methods consider all items whose ratings
are missing as the candidates for top-N recommendation, we
essentially avoid uninteresting items from top-N recommen-
dation. That is, the l-injected matrix can prevent uninterest-
ing items from top-N recommendation. Second, the l-injected
matrix includes a higher number of ratings (including ratings
with low values) for uninteresting items than the original rat-
ing matrix. The CF algorithms equipped with an l-injected
matrix are able to understand users’ preferences more accu-
rately. Lastly, because the number of candidates for top-N
recommendation essentially reduces, the computational cost
can also decrease in top-N recommendation.

We further discuss a key difference from existing work.
Similar to an l-injected matrix, PureSVD [7] also assigns
zero to missing ratings. However, PureSVD has no regard
for identifying uninteresting items and simply fills zero
values to “all” missing ratings. That is, PureSVD simply
regards all unrated items as uninteresting items. In addi-
tion, PureSVD considers the items with missing ratings as
candidates for top-N recommendation. In clear contrast, the
l-injection selectively fills the uninteresting items Iunu with
low values, to help understand user preferences more pre-
cisely, and exclude uninteresting items from top-N recom-
mendation. In Section 4, we demonstrate the superiority of
our approach over PureSVD.

3.4 Why Does the l-Injected Matrix Help?

We argue that an l-injected matrix helps improve the accu-
racy of any CF method. To present the ground for our argu-
ment, we discuss the effect of our approach when applied
to two popular CF methods: item-based collaborative filtering
method (ICF) [4] and SVD-based method (SVD) [5].

ICF predicts a rating l̂ui for a target item i of a user u by
referencing her ratings on those items similar to the item i
as follows:

l̂ui ¼
P

j2Sifluj � simði; jÞgP
j2Si simði; jÞ ; (9)

where Si is a set of (up to) k items which have most similar
rating patterns to the items for which item i of user u is
known. If there are less than k items evaluated by u, Si

includes that number of items only instead of k. In addition,
let simði; jÞ denote the similarity between items i and j in
terms of users’ rating patterns. In this paper, we adopt
Pearson’s correlation coefficient as the well-known similar-
ity measure [2], [12].

Example 3 (l-injected matrix). Fig. 5 illustrates the differ-
ence between a rating matrix R and its corresponding
l-injected matrix L. We observe that, unlike R, L has extra
low-value ratings (in red color) implying users’ uninter-
esting items. Suppose that ICF predicts the rating r11 of a
user u1 for an item i1 when its parameter k is set as 3.
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With the rating matrix, it refers to only r14 for prediction
because u1 has not rated i2 and i3 (i.e., r12 and r13 are
nulls). In contrast, owing to our l-injection, ICF can con-
sider more ratings, i.e., l12, and l13 in the l-injected matrix,
which can help improve the accuracy of ICF.
The l-injected matrix can help find items that are truly

similar. With R, ICF may conclude that i1 and i3 are highly
similar because u4 gives 1 to both of them. However, because
it is based on only a single user’s opinion, the similarity can
be inaccurate. With L, the two items are regarded much less
similar because u2 rated the two items very differently. As
such, an l-injected matrix is useful to compute the similarity
between users more accurately because it enables CF to
reflect more users’ opinions. In particular, we note that the
l-injection makes it possible for ICF to successfully find truly
similar users who have a set of uninteresting items in com-
mon, which has been overlooked in existing CFmethods.

Next, we explain how an l-injected matrix makes existing
SVD-based methods [5] more accurate. Given L, it is factor-
ized into an inner product of two low-rankmatricesX and Y
with a dimension f . That is, one low-rank matrix is anm-by-
f user-factor matrix and the other is an n-by-f item-factor
matrix. Each user u is thus associated with an f-dimensional
vector xu. Each item i is involved with an f-dimensional vec-
tor yi. The rating prediction for l̂ui is computed by

l̂ui ¼ xuy
T
i : (10)

With the original rating matrix R in Fig. 5, SVD cannot
recognize that u2 is related to u1 or u3 because they have no
common items rated. In contrast, when using L, it can suc-
cessfully observe the relationship between those users, i.e.,
both u2 and u1 are not interested in i3 and have different
opinions on i2. In addition, it can overlook the relationships
between items such as i2 and i3 with R while it can find the
relationship between i2 and i3 by using L.

4 EXPERIMENTS

In this section, we evaluate the accuracy and efficiency of
the proposed approach. We first validate the accuracy of the
OCCF method [8], which is used to infer pre-use preferen-
ces of items. We then compare several methods to inject low
values for uninteresting items and examine the sensitivity
of a parameter u meaning the ratio of uninteresting items
out of all unrated items. Finally, we compare the proposed
methods equipped with an l-injected matrix against existing
CF methods.

4.1 Experimental Setup

We employ three real-life datasets: (1) MovieLens 100 K [6]
includes 943 users, 1,682 items, and 100,000 ratings; (2) Ciao
[13] consists of 996 users, 1,359 items, and 18,648 ratings; (3)
Watcha consists of 1,391 users, 1,927 items, and 101,073 rat-
ings. All ratings take integer values ranging from 1 (worst)
to 5 (best). As the latest dataset, the Watcha dataset is pri-
vately released from a Korean movie recommendation com-
pany (http://watcha.net). Because the datasets have clear
differences for density, the number of ratings, and rating
distributions, it is effective for cross-checking the accuracy
of the proposed algorithms. Table 2 reports statistics of
three datasets. If the dataset is not explicitly mentioned in
experiments, we use the “MovieLens” dataset by default,
which has been widely used.

For top-N recommendation, we vary the value of N
from 5 to 20 in an increment of 5 (default N = 5). It is also
possible to recommend more items by extending N .
Because users are usually interested a few items, we focus
on evaluating small N . (When extending N , it is found
that the tendency of accuracy is still consistent.) We only
consider the items with 5 (best) as relevant items, i.e.,
ground truth , because it is most effective for top-N recom-
mendation, as discussed in [14]. That is, correctly predict-
ing items with the highest ratings leads to positive
business ramifications.

We adopt four metrics to measure the accuracy of top-N
recommendation, namely, precision, recall, normalized dis-
counted cumulative gain (nDCG), and mean reciprocal rank
(MRR). For a user u, precision Pu@N and recall Ru@N are

computed by jRelu\Recuj
jRecu j and jRelu\Recuj

jReluj , respectively. Let Recu
denote a set of N items recommended to u, and Relu denote
a set of items considered relevant. nDCG is used to reflect
ranked positions of items in Recu. Let yk represent a binary
variable for the kth item ik in Recu. If ik 2 Relu, yk is set as
one. Otherwise, yk is set as zero. Then, nDCGu@N is com-

puted by DCGu@N
IDCGu@N, where DCGu@N ¼ PN

k¼1
2yk�1

log 2ðkþ1Þ, and

IDCGu@N is an ideal DCGu@N where yk is set as one for
every item ik 2 Recu. MRR is computed as the average
inverse rankings of every item ik 2 Recu. For user u, MRRu

is computed by 1
jReluj

PjReluj
i¼1

1
ranki

. We performed four cross-

validations for all experimental results.

To evaluate the accuracy of the proposed approach, we
first augment a rating matrix R to an l-injected matrix L,
and feed L as input to existing CF methods such as item-
based CF (ICF) [4] and SVD-based CF (SVD) [5]. We
adopted the ICF and SVD algorithms implemented in the
open-source MyMediaLite [15] with their default parameter
settings. All datasets and codes that we used are available
at: https://goo.gl/KUrmip.

Fig. 5. Comparison of an original rating matrix and its corresponding
l-injected matrix.

TABLE 2
Statistics of Three Real-Life Datasets

MovieLens Ciao Watcha

Density 6.30% 1.38% 3.77%
Min. # of ratings of users 20 1 16
Max. # of ratings of users 737 319 513
Avg. # of ratings per user 106.04 18.72 72.66
# of total ratings 100,000 18,648 101,073
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The goal of our empirical study is to answer the follow-
ing key questions through comprehensive evaluation.

� Q1: Is the OCCF method (most) effective to infer
users’ pre-use preferences?

� Q2: Are users not satisfied with uninteresting items
that our approach infers?

� Q3: How does the accuracy of our approach change
over injected values and the ratios of uninteresting
items? Howmich sensitive is it to them?

� Q4: How much does our approach enhance the accu-
racy of existing CF methods? Is our hypothesis
valid?

� Q5: How much running time does our approach
spend compared to existing CF methods?

4.2 Inference of Pre-Use Preferences

We validate how effective the OCCF method is against three
candidates: user-oriented method ( UOM ), binary item-based
method ( BIM ), and item-based method ( IM ). First, UOM
determines pre-use preference scores of users to be
inversely proportional to the number of rated items. Second,
BIM uses the observed (binary) pre-use preference matrix P
and infers pre-use preference scores by using item-based
CF [4]. Third, IM indicates item-based CF, which produces
pre-use preference scores from original rating matrix R. For
the OCCF method, we followed the same parameter settings
for wALS as in [8].

We define an error rate to quantify the ratio ofmisclassified
items out of all rated items. It is calculated as: erruu ¼
jIunu ðuÞ\Itestu j

jItestu j . Itestu is a set of items rated by u in a test set, and

Iunu ðuÞ is a set of uninteresting items (i.e., ranked in the bottom
u percent according to the inferred pre-use preference scores).
The lower the error rate, the better is the inferencemethod.

Fig. 6 depicts the result for comparing error rates of four
inference methods. As u increases, the error rates of all
methods increase as well. The error rates of UOM and IM
increase more rapidly than those of the OCCF method and
BIM. In contrast, the OCCF method and BIM show rela-
tively small error rates until u reaches 90 percent, implying
that their accuracies are fairly good when u is smaller than
90 percent. Above 90 percent, their error rates grow rapidly.
This is because at this point there are only a relatively small
number of unrated items left. Among the four methods, the
OCCF method shows the best error rates regardless of u.

We further examine if pre-use preferences inferred by the
OCCF method indeed yield the best accuracy. We first build
an l-injected matrix L using pre-use preferences, and apply
L to two CF methods: item-based CF ( ICF ) and SVD-based
CF ( SVD ). We vary u as 30, 60, and 90 percent. Because all
accuracy metrics show similar tendencies, we only report
the results for P@5. (More detailed analysis on the effect of u

will be given in Section 4.4.) Table 3 shows the P@5 of ICF
and SVD with the l-injected matrix. As shown in Fig. 6, the
OCCF method consistently shows the best accuracy in all
cases (19-26 percent higher than BIM, the second best one)
while UOM shows the worst accuracy.

As for Q1 , we conclude that the OCCF method is most
effective for inferring pre-use preferences. Therefore, we
adopt the OCCF method to infer pre-use preferences in sub-
sequent evaluation.

4.3 User Satisfaction for Uninteresting Items

Our main assumption is that a user would not be satisfied
with her uninteresting items. To justify this assumption, we
examine how much users are satisfied with items in propor-
tion to their pre-use preference scores. Recall that an item is
likely to be selected as an uninteresting item if its pre-use
preference score is relatively low.

We first hide the ratings of items in the test set and com-
pute the pre-use preference scores for all unrated items by
using the ratings of items in the training set as done in
Section 4.2. We then partition all unrated user-item pairs
into 100 bins according to their percentile rank r of pre-use
preference scores. We calculate the error rates for the jth
subset, Iunu ðbj;bjþ1Þ, instead of Iunu ðuÞ to show the ratio of
those user-item pairs that are actually rated in the test set.
That is, Iunu ðbj;bjþ1Þ includes u’s unrated items whose rank
r is between bj and bjþ1 (i.e., bj � rðp̂uiÞ < bjþ1 for
8i 2 Iunu ðbj;bjþ1Þ).

Fig. 7 depicts the distribution of error rates over r. As r

increases, the error rate increases rapidly. Moreover, the test
set verifies that users have evaluated only a few items whose
r is low. For example, among all the rated items, 90 percent
items (resp. 95 percent items) have r higher than 74 percent
(resp. 79 percent) (marked in Fig. 7). This result indicates
that users hardly ever rate the items whose pre-use prefer-
ence scores are low. Therefore, our assumption holds.

Next, we analyze rated items according to their pre-use
preference scores. We divide user-item pairs into 10 bins
according to their percentile rank r of pre-use preference
scores. For rated items in the test set, we compare the num-
ber of items rated as 1 or 2 and that of items rated as 4 or 5
in each bin. For fair comparison, we note two important
observations: (1) users leave 4 or 5 ratings (i.e., 55 percent of
all ratings) much more often than 1 or 2 ratings (i.e.,
17 percent of all ratings) in the MovieLens dataset; (2) the

Fig. 6. Comparison on error rates of four inference methods.

TABLE 3
Accuracy (i.e., P@5) of ICF and SVD Equipped with

Our Approach Using Four Inference Methods

CF method Parameter Q Inference Method

OCCF BIM IM UOM

ICF
30% 0.209 0.145 0.113 0.057
60% 0.210 0.155 0.124 0.016
90% 0.216 0.160 0.128 0.002

Average 0.212 0.154 0.122 0.025

SVD
30% 0.205 0.144 0.121 0.066
60% 0.215 0.153 0.150 0.034
90% 0.235 0.194 0.147 0.013

Average 0.218 0.164 0.139 0.038
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numbers of “rated” items in the test set differ significantly
depending on the bins. For example, 0.1 percent of user-
item pairs have ratings in the first bin, while 86.8 percent of
pairs have them in the last bin. Considering these inequal-
ities, we compute the relative ratio of items rated as 1 or 2
(resp. 4 or 5) for each bin as follows:

ratiouðj; sÞ ¼
jItestu ðsÞ \ Iunu ðbj;bjþ1Þj
jItestu \ Iunu ðbj;bjþ1Þj


 jIevalu ðsÞj
jIevalu j ; (11)

where Itestu is a set of items rated by a user u in the test set,

and Itestu ðsÞ indicates a set of items rated as s in Itestu . In addi-

tion, Ievalu indicates a set of items rated by u among all items,

and Ievalu ðsÞ is a set of items rated by u as s in Ievalu . The frac-
tion before the division sign in Eq. (11) means the ratio of

items rated as s by u to all rated items by u in a bin. The frac-

tion after the division sign in Eq. (11) means the ratio of

items rated as s by u to the whole items rated by u and is

used for normalization. A higher relative ratio indicates that

more items rated as s exist in a bin.
Fig. 8 shows the relative ratios of rated items. When r is

smaller than 0.3, the relative ratio of items rated as 1 or 2
stagnates. This is because there are only a few rated items
whose r is less than 0.3. When r is higher than 0.3, the rela-
tive ratio of items rated as 1 or 2 decreases. When r is
smaller than 0.9, the relative ratio of items rated as 4 or 5 is
smaller than 1. Only when r is in the range of 0.9 and 1, the
relative ratio is higher than 1. That is, the items whose r is
smaller than 0.9 are more likely to be rated as 1 or 2 than 4
or 5. Meanwhile, the items whose r is higher than 0.9 are

more likely to be rated as 4 or 5. Users are less likely to be
satisfied with the items whose r is less than 0.9.

As for Q2, we conclude that users are less satisfied with
the items whose pre-use preferences are low. In addition, it
is found that users tend to be unsatisfied with most of the
items in R (e.g., 90 percent), implying that most of items can
be uninteresting to users.

4.4 Effect of l-Injection

We compare several methods of imputing low values for
uninteresting items. The baseline method is to simply inject
zero for uninteresting items, i.e., vri ¼ 0, which is proposed
in our preliminary work [1]. Alternatively, we utilize the
global average of ratings and the average of ratings per
user/item. Because uninteresting items are unlikely to be
preferred, their ratings should be set relatively low. We
inject a value by under-estimating the averages, i.e., vui ¼
average � d 2 ½0:25; 0:50; 0:75; 1:00�.

Tables 4 and 5 report the accuracies of ICF [4] and
SVD [5] with l-injection matrix L. To build l-injected matrix
L, various imputation methods can be employed. The gray
color indicates the best accuracy over varying d and u. In
both algorithms, the imputation methods of using averages
outperform that of using zero. When d ¼ 0:5, it shows the
best performance regardless of u. Meanwhile, when d < 0:5
or d > 0:5, the accuracies of ICF and SVD tend to decrease.
This implies that users may rate uninteresting items as rela-
tively low values, but they would not extremely dislike
them if rated.

Next, we conduct the sensitivity test to evaluate the effect
of u. Fig. 9 shows the accuracy of top-N (N ¼ 5) recommen-
dation with ICF and SVD over varying u. We increase u in
an increment of 10 percent for the range of 10�90 percent,
while increasing u in an increment of 1 percent for two
extreme ranges, 0-10 and 90-99.7 percent. Note that we do
not report the result with u ¼ 100% because CF methods
with our approach recommend nothing in this case. The
result with u ¼ 0% indicates the accuracy of original ICF
and SVD methods without using our approach. Meanwhile,

Fig. 7. The change of error rates for pre-use preference scores.

Fig. 8. Distribution of pre-use preference scores for rated items.

TABLE 4
Accuracy (i.e., P@5) of ICF Equipped with Our Approach over

Varying Imputation Methods for an l-Injected Matrix

l-Value Parameter (Q)

0 30 60 90

0 0.199 0.199 0.201

User_avg d ¼ 0:25 0.208 0.204 0.207
Item_avg 0.208 0.207 0.210
All_avg 0.205 0.206 0.206

User_avg d ¼ 0:5 0.209 0.210 0.214
Item_avg 0.209 0.210 0.216

All_avg 0.039 0.210 0.209 0.214

User_avg d ¼ 0:75 0.196 0.200 0.212
Item_avg 0.179 0.187 0.206
All_avg 0.202 0.204 0.214

User_avg d ¼ 1:00 0.139 0.144 0.179
Item_avg 0.003 0.056 0.136
All_avg 0.171 0.177 0.203

5 0.000 0.001 0.018
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when setting u up to 99.7 percent, we only leave top-N items
whose pre-use preference scores are the highest for each
user. In this case, all remaining items are thus selected as a
top-N recommendation list (i.e., top-5) to each user without
employing CF methods.

In Fig. 9, we observe that the results of precision, recall,
nDCG, and AUC show similar patterns. The accuracies of
all CF methods increase as u increases up to around
95 percent. Moreover, they grow quite rapidly until u

reaches 10 percent. All results clearly show that our idea of
using l-injection dramatically improves the accuracy of two
original CF methods. ICF using our approach with u ¼ 96%
shows the best precision, 5.2 times higher than ICF without
our approach. Similarly, when u ¼ 95%, our approach
improves the precision of SVD by 3.4 times.

The accuracy changes considerably when u is less than
10 percent ormore than 90 percent while it changesmuch less
when u is between 10 and 90 percent. This phenomenon can
be interpreted as follows: (1) as u increases up to 10 percent,
more user-item pairs (i.e., highly likely to be uninteresting)
are filled and are also correctly excluded from top-N recom-
mendation; (2) when u ranges between 10 and 90 percent,
the accuracy changes less because filling unrated user-item
pairs in the case of (1) has already alleviated most of the data
sparsity problem. Filling more ratings no longer gives useful
information to CF although user-item pairs whose u is
between 10 and 90 percent are highly likely to be uninterest-
ing (See Section 4.3); (3) when u is larger than 90 percent, the
accuracy decreases significantly. As u reaches 99.7 percent,
more user-item pairs with high pre-use preference scores
(i.e., could be interesting to users) are incorrectly filled by

Fig. 9. Accuracy of ICF and SVD equipped with our proposed approach over varying parameter u.

TABLE 5
Accuracy (i.e., P@5) of SVD Equipped with Our Approach
over Varying Imputation Methods for an l-Injected Matrix

l-Value Parameter (u)

0 30 60 90

0 0.177 0.198 0.207

User_avg d =0.25 0.191 0.206 0.222
Item_avg 0.192 0.191 0.223
All_avg 0.192 0.207 0.221

User_avg d =0.5 0.204 0.216 0.235
Item_avg 0.205 0.215 0.235

All_avg 0.063 0.204 0.217 0.234

User_avg d =0.75 0.204 0.215 0.228
Item_avg 0.193 0.205 0.219
All_avg 0.203 0.218 0.227

User_avg d = 1.00 0.138 0.159 0.187
Item_avg 0.018 0.077 0.141
All_avg 0.161 0.176 0.200

5 0.013 0.013 0.031
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mistake giving inaccurate and less useful information to CF
methods. In addition, they could be incorrectly excluded from
top-N recommendation.

As for Q3, we conclude that the injection of using aver-
ages is useful. In addition, it is found that a very high
accuracy can be achieved even if u is set within a large inter-
val of 10% � u � 95%, indicating that our approach is
parameter-insensitive (with respect to u).

4.5 Accuracy of Modified CF Algorithms

We apply our approach to four existing CF methods (i.e.,
ICF [4], SVD [5], SVD++ [16], [17], and pureSVD [7]). SVD++
utilizes both ratings and binary ratings (just indicating
whether a user evaluates an item or not). PureSVD fills all
missing ratings with zeros, and then produces top-N recom-
mendation based on the SVD model. Based on the findings
in Section 4.4, we set the parameter u as 90 percent in our
approach.

Tables 6, 7, and 8 report the accuracy of all CF methods
with and without our approach in three real-life datasets. We
denote a CFmethod equippedwith our approach as name_LI
(i.e., l-injection) such as ICF_LI, SVD_LI, SVD++_LI, and

PureSVD_LI. The numbers in bold indicate the highest accu-
racy among all CF methods with and without our approach.
We also compare our approaches with OCCF [8] and
MNAR [14], exploiting unrated items.

Among existing CF methods, PureSVD has the best accu-
racy while ICF shows the worst accuracy. Both PureSVD
and SVD++ are known to provide a better accuracy than
SVD and ICF. It is found that our experimental results are
consistent with [7]. We also observe that our approach dra-
matically improves the accuracies of all existing CF methods.
For example, our approach improves P@5 of ICF, SVD, and
SVD++ by 5, 3.3, and 2.5 times , respectively. When our
approach is applied to PureSVD, its improvement is the
smallest. The reason is that PureSVD already assigns zeros
to all missing ratings. This idea is similar to to an l-injection
in the sense that some unrated items are not interested to
the users. That is, SVD_LI performs the best, followed by
ICF_LI among the CF methods equipped with our proposed
approach. Our approach improves both SVD and ICF con-
siderably because they regard all unrated items as unknown
ones. For this reason, SVD_LI and ICF_LI adopt additional
information correctly by regarding low-value ratings as

TABLE 6
Accuracy of Four CF Methods Equipped with Our Approach in the MovieLens Dataset (u ¼ 90%)

Metric ICF SVD SVD++ PureSVD OCCF MNAR

Orginal Ours Gain Orginal Ours Gain Orginal Ours Gain Orginal Ours Gain

P
re
ci
si
o
n @5 0.039 0.216 453.3% 0.063 0.235 272.3% 0.076 0.174 129.0% 0.169 0.227 34.1% 0.192 0.213

@10 0.041 0.169 311.2% 0.056 0.180 221.6% 0.069 0.141 105.0% 0.142 0.177 24.8% 0.151 0.169
@15 0.040 0.144 259.4% 0.053 0.152 187.2% 0.063 0.123 94.6% 0.122 0.150 22.6% 0.129 0.143
@20 0.039 0.127 226.3% 0.048 0.133 177.5% 0.058 0.109 88.2% 0.109 0.130 19.9% 0.115 0.124

R
e
ca
ll

@5 0.030 0.226 653.8% 0.052 0.244 370.0% 0.063 0.181 186.8% 0.177 0.237 34.0% 0.202 0.224
@10 0.059 0.324 449.8% 0.089 0.344 286.6% 0.109 0.271 148.9% 0.280 0.341 21.7% 0.299 0.327
@15 0.085 0.398 368.6% 0.121 0.415 242.9% 0.150 0.339 126.0% 0.346 0.412 19.0% 0.367 0.398
@20 0.111 0.454 309.4% 0.144 0.469 225.7% 0.184 0.396 115.0% 0.397 0.462 16.6% 0.421 0.448

n
D
C
G

@5 0.043 0.292 578.3% 0.076 0.318 318.4% 0.087 0.232 166.8% 0.217 0.312 43.3% 0.254 0.286
@10 0.053 0.307 478.8% 0.084 0.331 293.8% 0.099 0.250 152.3% 0.243 0.327 34.8% 0.272 0.305
@15 0.062 0.326 425.0% 0.094 0.348 270.1% 0.110 0.268 143.7% 0.261 0.344 32.1% 0.290 0.323
@20 0.071 0.342 382.1% 0.101 0.363 259.8% 0.121 0.285 135.2% 0.276 0.359 29.8% 0.306 0.337

MRR 0.106 0.453 327.8% 0.165 0.485 194.1% 0.181 0.384 1123% 0.393 0.487 24.1% 0.453 0.445

TABLE 7
Accuracy of Four CF Methods Equipped with Our Approach in the Ciao Dataset (u ¼ 90%)

Metric ICF SVD SVD++ PureSVD OCCF MNAR

Orginal Ours Gain Orginal Ours Gain Orginal Ours Gain Orginal Ours Gain

P
re
ci
si
o
n @5 0.007 0.030 317.1% 0.005 0.031 521.0% 0.014 0.017 24.7% 0.009 0.024 150.4% 0.028 0.026

@10 0.007 0.023 250.8% 0.004 0.024 468.0% 0.012 0.014 17.4% 0.006 0.018 197.0% 0.023 0.022
@15 0.006 0.020 250.2% 0.004 0.021 415.3% 0.011 0.012 12.6% 0.005 0.015 205.9% 0.019 0.019
@20 0.005 0.018 232.5% 0.004 0.019 373.9% 0.010 0.011 16.3% 0.004 0.014 226.0% 0.017 0.017

R
e
ca
ll

@5 0.017 0.062 264.0% 0.010 0.062 548.1% 0.028 0.038 34.0% 0.021 0.048 130.0% 0.056 0.056
@10 0.030 0.095 218.7% 0.018 0.097 433.0% 0.050 0.061 23.2% 0.025 0.073 185.7% 0.093 0.092
@15 0.038 0.125 228.3% 0.026 0.124 382.3% 0.067 0.081 20.0% 0.032 0.096 196.8% 0.121 0.119
@20 0.047 0.146 208.6% 0.032 0.147 358.3% 0.082 0.100 21.7% 0.036 0.117 221.3% 0.143 0.142

n
D
C
G

@5 0.013 0.052 295.0% 0.008 0.054 602.3% 0.022 0.032 46.5% 0.020 0.041 103.8% 0.048 0.049
@10 0.018 0.064 254.8% 0.011 0.067 523.1% 0.029 0.040 36.3% 0.021 0.049 129.8% 0.061 0.062
@15 0.021 0.073 254.8% 0.013 0.075 476.9% 0.035 0.046 31.5% 0.024 0.057 139.4% 0.070 0.071
@20 0.023 0.080 241.4% 0.015 0.082 447.5% 0.039 0.052 31.5% 0.025 0.063 152.1% 0.077 0.078

MRR 0.032 0.092 187.4% 0.022 0.099 360.5% 0.047 0.062 30.6% 0.029 0.076 161.9% 0.069 0.091
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uninteresting ones and null values as unknown ones.
Because OCCF and MNAR also consider unrated items,
they show a better accuracy than existing CF methods.
Because the SVD equipped with l-injection considers unin-
teresting items more effectively, it shows better than OCCF
and MNAR. These results are consistent with three datasets.

However, our approach does not improve SVD++ and
PureSVD effectively, because they originally have a positive
view on rated items and a negative view on unrated items.
SVD++ builds an SVD model by considering whether a user
rates an item. Meanwhile, SVD++_LI injects uninteresting
items as low values. That is, while SVD++ considers all
unrated items as uninteresting items, SVD++_LI has already
injected uninteresting items as rated items with low values.
This means that the unrated items between SVD++ and
SVD++_LI have a conflict. Some interesting items among
unrated items can be regarded as uninteresting items. SVD+
+ with the l-injected matrix does not effectively capture the
negative view for unrated items. Similarly, because
PureSVD simply fills zeros even for the items that could be
interesting to users, it could affect the accuracy adversely.
For PureSVD, we impute the same values as the l-injected

matrix to unrated items. Similar to SVD++, it may not dis-
tinguish between uninteresting items and unrated items.
Because we have another strategy of excluding uninterest-
ing items from top-N recommendation, it can achieve a bet-
ter accuracy than PureSVD.

We further evaluate the accuracy of CF methods for
extreme cases, e.g., long-tail items and cold-start users.
Because top-N recommendation can be biased to item popu-
larity [7], [18], it is difficult to achieve high accuracy for
long-tail items, i.e., unpopular items with a few ratings. In
addition, the cold-start users [19] mean the users who have
rated only a few items. For the MovieLens dataset, we
define an item to be an long-tail item if its number of ratings
is less than 100. Because the items are unpopular, users tend
to prefer such long-tail items to be recommended [20]. We
also define a user to be a cold-start user if her number of
rated items is less than 10, 15, and 20. Compared to the aver-
age users who have rated more than 100 items in Table 2, it
is much more difficult to infer hidden preferences of cold-
start users. (These definitions for long-tail items and cold-
start users are consistent with these of existing work [7],
[18], [19], [20].)

Table 9 reports the accuracy of CF methods for long-tail
items. For all metrics, it is found that the CF methods
equipped with our approach can consistently improve the
accuracy of top-N recommendation. In addition, it is also
found that using our approach can help improve the accu-
racy of existing CF methods regardless of N . For NDCG@5,
we can achieve the highest improvement of three to six times.

Table 10 reports the accuracy of CF methods for cold-
start users. It is found that our approach improves the accu-
racy of top-N recommendation. When the number of ratings

TABLE 8
Accuracy of four CF Methods Equipped with Our Approach in the Watcha Dataset (u ¼ 90%)

Metric ICF SVD SVD++ PureSVD OCCF MNAR

Orginal Ours Gain Orginal Ours Gain Orginal Ours Gain Orginal Ours Gain

P
re
ci
si
o
n @5 0.008 0.083 895.2% 0.022 0.085 284.1% 0.026 0.061 136.6% 0.038 0.082 116.7% 0.061 0.084

@10 0.008 0.069 717.4% 0.020 0.069 254.1% 0.022 0.053 139.4% 0.029 0.067 128.8% 0.053 0.067
@15 0.009 0.060 597.2% 0.017 0.061 248.7% 0.020 0.047 128.9% 0.025 0.058 134.9% 0.047 0.058
@20 0.008 0.054 537.7% 0.016 0.055 235.3% 0.019 0.043 123.9% 0.022 0.051 136.6% 0.043 0.052

R
e
ca
ll

@5 0.009 0.127 1331.8% 0.028 0.131 361.1% 0.032 0.092 189.4% 0.054 0.123 128.2% 0.091 0.123
@10 0.019 0.203 978.3% 0.050 0.208 313.3% 0.054 0.156 191.5% 0.080 0.194 142.6% 0.156 0.197
@15 0.029 0.261 808.7% 0.067 0.266 296.0% 0.074 0.204 177.4% 0.097 0.249 157.5% 0.208 0.250
@20 0.037 0.310 740.9% 0.082 0.316 285.8% 0.091 0.245 168.4% 0.110 0.291 164.1% 0.253 0.296

n
D
C
G

@5 0.009 0.125 1216.4% 0.029 0.127 330.7% 0.037 0.091 143.4% 0.055 0.121 120.6% 0.089 0.124
@10 0.013 0.151 1058.3% 0.037 0.153 315.7% 0.044 0.112 157.6% 0.063 0.145 128.2% 0.111 0.148
@15 0.017 0.170 923.1% 0.042 0.173 307.3% 0.051 0.129 154.1% 0.069 0.163 134.8% 0.129 0.165
@20 0.020 0.186 851.6% 0.048 0.189 298.2% 0.057 0.142 150.9% 0.074 0.177 138.4% 0.143 0.180

MRR 0.033 0.233 611.3% 0.076 0.234 207.8% 0.095 0.185 94.8% 0.164 0.226 37.7% 0.202 0.231

TABLE 9
Accuracy of CF Methods for Long-Tail Items

Metric ICF SVD

Orginal Ours Gain Orginal Ours Gain

P
re
ci
si
o
n @5 0.016 0.105 545.3% 0.031 0.115 272.0%

@10 0.018 0.087 393.3% 0.027 0.092 237.1%
@15 0.018 0.075 319.1% 0.025 0.078 208.1%
@20 0.018 0.066 267.9% 0.024 0.069 190.9%

R
e
ca
ll

@5 0.022 0.184 730.2% 0.045 0.199 339.9%
@10 0.023 0.143 520.5% 0.038 0.149 295.9%
@15 0.035 0.182 416.9% 0.052 0.186 254.3%
@20 0.047 0.207 341.4% 0.065 0.212 227.6%

n
D
C
G

@5 0.017 0.135 673.1% 0.037 0.148 304.7%
@10 0.022 0.143 557.0% 0.039 0.153 289.8%
@15 0.026 0.152 485.2% 0.043 0.160 270.5%
@20 0.030 0.159 426.9% 0.047 0.167 256.3%

MRR 0.057 0.255 343.6% 0.088 0.273 209.7%

TABLE 10
Accuracy of CF Methods for Cold-Start Users

#Ratings ICF SVD

Orginal Ours Gain Orginal Ours Gain

10 0.025 0.073 192.0% 0.037 0.076 105.4%
15 0.024 0.090 275.0% 0.045 0.092 104.4%
20 0.020 0.101 405.0% 0.047 0.101 114.9%
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per user is 10, the improvement gap is smallest. However,
as the number of ratings per user increases, it increases as
well. This is because the proposed approach can infer hid-
den user preferences more accurately as the number of
rated items increases. For instance, when the number of rat-
ings per user is 20, our approach is shown to improve the
accuracy of the original ICF by four times.

As for Q4 , we conclude that our approach improves the
accuracy of existing CF methods by 2.5 to 5 times. This
improvement is significant in comparison with the results
obtained by other state-of-the-art methods [7], [10]. In addi-
tion, our approach improves the accuracy of existing CF
methods consistently even for the extreme cases of long-tail
items and cold-start users.

4.6 Running Time of Modified CF Algorithms

Finally, we compare the running times of CF methods with
and without our approach. We note the weaknesses of our
approach incur at the pre-computation stage (offline) while
the strengths of our approach are at the recommendation
stage (online). The CF methods build a model or compute
similarities of item/user pairs during the pre-computation
stage, and compute top-N items during the recommenda-
tion stage. Our approach can reduce the recommendation
time because it significantly reduces the number of candi-
date items by excluding uninteresting items from top-N rec-
ommendation. Meanwhile, our approach may require more
pre-computation time because it has to infer pre-use prefer-
ence scores for all unrated items.

We examine the trade-off between the running time of
the pre-computation stage and the accuracy of the recom-
mendation stage. Fig. 10 shows both recommendation and
pre-computation times of SVD_LI, SVD, SVD++, and
PureSVD. The recommendation time includes the running
times for predicting users’ ratings and providing the items
to users, and the pre-computation time does those for build-
ing a model with rating matrix R (SVD, SVD++, and
PureSVD) and l-injected matrix L (SVD_LI). In Fig. 10a, the
recommendation time of SVD_LI decreases rapidly as u

increases because fewer candidate items remain as u

increases. In addition, SVD_LI requires a shorter time at the
recommendation stage. It takes about 1.54 seconds when it
has the highest accuracy (u ¼ 90%), which is 17 percent
shorter than that of SVD. In Fig. 10b, SVD_LI takes more
time for pre-processing with larger u, and is slower than
SVD and PureSVD. This is because SVD_LI builds two mod-
els, one built based on the pre-use preference matrix and the
other built on l-injected matrix while both SVD and
PureSVD build only a single model. However, SVD_LI
requires less pre-computation time than SVD++.

Fig. 11 shows both recommendation and pre-computation
times of ICF_LI and ICF. The pre-computation time indicates
the time for computing the similarities of all pairs of items. In
Fig. 11a, when u is smaller than 20 percent, the recommenda-
tion time of ICF_LI increases as u increases. This is because a
more number of ratings are used for predicting a rating. It
decreases linearly as u increases when u is higher than
20 percent. This is because the number of ratings used for
prediction is fixed as k (as explained in Section 3.4) while a
fewer number of items remain. Compared with ICF, ICF_LI
requires less recommendation time when u is larger than
70 percent. As we know that the accuracy of ICF_LI gets
higher as u increases, a user would be satisfied with ICF_LI
when u is set larger than 70 percent in terms of both accuracy
and recommendation time. Fig. 11b shows the pre-computa-
tion time for computing similarities between items [4]. The
pre-computation time of ICF_LI increases with u. This is
because more numbers of items are needed to compute simi-
larities of a pair of items. Therefore, ICF_LI requires more
pre-computation time than ICF does.

As to Q5, we conclude that our approach reduces the rec-
ommendation times of SVD and ICF with u > 70% while it
needs more pre-computation time. Considering that online
recommendation time is more crucial than offline pre-
computation time, our approach can improve existing CF
methods for online recommendation time.

4.7 Summary of Experimental Results

Based on the experimental results, we answer the key ques-
tions Q1–Q5). For Q1, the OCCF method is the most effec-
tive for inferring pre-use preference scores, compared to
other methods: UOM, IM, and BIM. For Q2, users are
unlikely to be satisfied with uninteresting items with low
pre-use preference scores. For Q3, l-injection using average
values is more effective than 0-injections for most existing
algorithms. For Q4, our approach equipped with an
l-injected matrix can improve the accuracy of existing CF
methods by 2.5 to 5 times. For Q5, our approach can also
save the running time of the recommendation using SVD
and ICF while it needs more pre-computation time.

5 RELATED WORK

In general, CF methods are categorized into two approaches:
memory-based andmodel-based [2]. First, memory-basedmeth-
ods [4], [6], [12] predict the ratings of a user using the similar-
ity of her neighborhoods, and recommend the items with
high ratings. Second, model-based methods [3], [5] build a
model capturing a users’ ratings on items, and then predict
her unknown ratings based on the learnedmodel.

Fig. 10. Running time of SVD variants.
Fig. 11. Running time for ICF variants.
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Most CFmethods, despite their wide adoption in practice,
suffer from low accuracy if most users rate only a few items
(thus producing a very sparse rating matrix), called the data
sparsity problem [21]. This is because the number of unrated
items is significantly more than that of rated items. To
address this problem, some existing work attempted to infer
users’ ratings on unrated items based on additional informa-
tion such as clicks [22] and bookmarks [23]. However, these
works require an overhead of collecting extra data, which
itself may have another data sparsity problem. Compared
to [22], [23], our proposal does not require any extra data and
solely works on account of an existing ratingmatrix.

In addition, to improve the accuracy of top-N recommen-
dation, otherworks leverage both ratings and the factwhether
a user evaluates an item or not. For instance, SVD++ [16], [17]
builds an extended SVD model exploiting both information.
The conditional restricted Boltzmann machine (RBM) [24]
and constrained probabilistic matrix factorization (PMF) [25]
also account for both information in learning their models.
However, these approaches are based on a simple assumption
such that a user would dislike all unrated items. On the other
hand, we strive to discern a subset of unrated items that users
truly dislike. Therefore our proposal yields improvements in
accuracy compared to existingmethods.

Finally, several CF methods (e.g., [7], [14]) have been pro-
posed to fill missing ratings with a particular value in order
to improve the accuracy. They also simply assume that a
user would dislike all unrated items. Based on this assump-
tion, PureSVD [7] fills all missing ratings with zeros, and
then makes prediction using both known ratings and zero
ratings. Steck [14] assigns a low value to all missing ratings,
and then makes recommendation by learning a multinomial
mixture model. By filling allmissing ratings with low values,
however, this approach could mistakenly assign low values
to the items that usersmight like, thereby affecting an overall
accuracy in recommendation. Our preliminary work [1]
infers uninteresting items and builds 0-injected matrix.
Because the 0-injected matrix includes the ratings inferred
from uninteresting items, it can infer latent user preferences
more accurately. However, because 0-injection simply con-
siders all uninteresting items as zero, it may neglect to the
characteristics of users or items. In contrast, l-injection not
only maximizes the impact of filling missing ratings but also
considers the characteristics of users and items, by imputing
uninteresting itemswith low pre-use preferences.

6 CONCLUSIONS

In this paper, we proposed a novel approach, l-injection, for
uninteresting items by using a new notion of pre-use preferen-
ces. This approach not only significantly alleviates the data
sparsity problem but also effectively prevents those uninter-
esting items from being recommended. Because the pro-
posed approach is method-agnostic, it can be easily applied
to a wide variety of existing CF methods. Through compre-
hensive experiments, we successfully demonstrated that the
proposed approach is effective and practical, dramatically
improving the accuracies of existing CF methods (e.g., item-
based CF, SVD-based CF, and SVD++) by 2.5 to 5 times. Fur-
thermore, our approach improves the running time of those
CF methods by 1.2 to 2.3 times when its setting produces
the best accuracy.
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